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Figure 3: (a) The latitude-longitude grid, (b) the cubed-sphere grid based on an equi-angular central projection and
(c) icosahedral grid based on hexagons and pentagons. The triangular grids used by models herein are the dual of the
hexagonal grid.

volume implementation (i.e., the Lin and Rood, 1996,
algorithm). An example of a two-dimensional extension
based on the PPM algorithm that is third-order is given
in, e.g., Ullrich et al. (2009).

CAM ISEN is an isentropic version of CAM FV. In-
stead of the hybrid sigma-pressure vertical coordinate
a hybrid sigma-θ vertical coordinate is used (Chen and
Rasch 2009). Apart from the vertical coordinate the
model design is identical to CAM FV.

3.2. Cubed-sphere grid models
The assessment includes two dynamical cores that are
defined on cubed-sphere grids. The finite-volume cubed-
sphere model (GEOS FV CUBED) is a cubed-sphere
version of CAM FV developed at the Geophysical Fluid
Dynamics Laboratory (GFDL) and the NASA God-
dard Space Flight Center. The advection scheme is
based on the Lin and Rood (1996) method but adapted
to non-orthogonal cubed-sphere grids (Putman and Lin
2007,2009). Like CAM FV, the GEOS FV CUBED dy-
namical core is second-order accurate in two dimensions.
Both a weak second-order divergence damping mech-
anism and an additional fourth-order divergence damp-
ing scheme is used with coefficients 0.005×∆Amin/∆t
and [0.05 × ∆Amin]2 /∆t, respectively, where ∆Amin

is the smallest grid cell area in the domain.
The strength of the divergence damping increases

towards the model top to define a 3-layer sponge. In
contrast to CAM FV and CAM ISEN, the cubed-sphere
model does not apply any digital or FFT filtering in
the polar regions and mid-latitudes. Nevertheless, an

external-mode filter is implemented that damps the hor-
izontal momentum equations. This is accomplished
by subtracting the external-mode damping coefficient
(0.02×∆Amin/∆t) times the gradient of the vertically-
integrated horizontal divergence on the right-hand-side
of the vector momentum equation.

GEOS FV CUBED applies the same inner and outer
operators in the advection scheme (PPM) to avoid the
inconsistencies described in Lauritzen (2007) when us-
ing different orders of inner and outer operators. The
cubed-sphere grid is based on central angles. The angles
are chosen to form an equal-distance grid at the cubed-
sphere edges (undocumented). The equal-distance grid
is similar to an equidistant cubed-sphere grid that is ex-
plained in Nair et al. (2005). The resolution is specified
in terms of the number of cells along a panel side. As an
example, 90 cells along each side of a cubed-sphere face
yield a global grid spacing of about 1◦.

The second cubed-sphere dynamical core is NCAR’s
spectral element High-Order Method Modeling Environ-
ment (HOMME) (Thomas and Loft 2004, Nair et al.
2009). Spectral elements are a type of a continuous-
Galerkin h-p finite element method (Karniadakis and
Sherwin 1999, Canuto et al. 2007), where h is the num-
ber of elements and p the polynomial order. Rather
than using cell averages as prognostic variables as in
geos fv cubed, the finite element method uses p-order
polynomials to represent the prognostic variables inside
each element. The spectral element method is compat-
ible, meaning it has discrete analogs of the key integral
properties of the divergence, gradient and curl operators,
making the method elementwise mass-conservative (to
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 Provides a unique modeling environment where the same physics can 
easily be run with different dycores:!
-> evaluate physics sensitivity to dycore!
-> easily compare dycores in idealized settings!
  CAM can accommodate throughput requirements on small compute 
platforms to massive parallel supercomputers by having dycores 
suitable for the respective platforms. 

	
	
	

Historically CAM has accommodated 
several dynamical cores (dycores) 

Quasi-uniform global spherical grids considered for next generation models

reg. lat-lon cubed-sphere Voronoi Yin-Yang

quasi-uniform grids (no polar filters needed) + local numerical method
) no global communication
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Figure 5: Performance of the CESM atmosphere component model on Intrepid (IBM BG/P)
when using the CAM-SE, FV or EUL dynamical core, showing the simulated-years-per-day
as a function of the number of processing cores. Atmosphere component times taken from a
CESM time-slice simulation, coupling the atmosphere (at 0.25� or T341 resolution), the land
model (0.25� resolution), and the sea ice and data ocean model (0.1�). The solid black line
shows perfect parallel scalability. When using CAM-SE, the CESM achieves near perfect
scalability down to one element per processor, running at 12.2 SYPD on 86,400 cores.

Performance in through-put for di↵erent dynamical
cores in NCAR’s global atmospheric climate model:
horizontal resolution: approximately 25km⇥25km grid boxes

EUL = spectral transform (lat-lon grid)

FV = finite-volume (reg. lat-lon grid)

SE = spectral element (cubed-sphere grid)
Computer = Intrepid (IBM Blue Gene/P Solution) at Argonne National Laboratory
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 Our dycores capability requirements have evolved and some of the 
dycores do not meet our needs anymore (e.g., mesh-refinement 
capability) 

 
 We do not have the resources to support an increasing number of 
dycores (scientific support and software engineering support)	
	
	

Historically CAM has accommodated 
several dynamical cores (dycores) 



CAM dynamical core inventory 

Current dycores: 
 
EUL (Eulerian spectral-transform) 
SLD (semi-Lagrangian spectral-transform) 
FV (finite-volume)   
SE (spectral-elements) 
 
 
Dycores being integrated into CAM: 
 
MPAS (Model for Prediction Across Scales) 
FV3 (“cubed-sphere version” of FV from NOAA) 
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Dycores being integrated into CAM: 
 
MPAS (Model for Prediction Across Scales) 
FV3 (“cubed-sphere version” of FV from NOAA) 

•  Not used anymore for climate (used to be a 
“workhorse” dynamical core) 

•  Used by the university community for paleo 
climate applications and simpler models 
configurations  

•  Documented and with some functional 
support (fully supported for simpler model 
applications) 
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•  NOAA funded effort to implement FV3 �
(“cubed-sphere non-hydrostatic �
version” of FV) in CESM �
-> implementation starting soon 



CAM dynamical core inventory 

Current dycores: 
 
EUL (Eulerian spectral-transform) 
SLD (semi-Lagrangian spectral-transform) 
FV (finite-volume)   
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Dycores being integrated into CAM: 
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FV3 (“cubed-sphere version” of FV from NOAA) 



SE (Spectral-Elements) 

•  CISL’s HOMME (High-Order Methods Modeling Environment); 
Now SE is managed by CGD i.e. a standalone version of 
HOMME will not be used in CESM2! �
 

•  Actively being developed by CGD and CISL: �
Numerical methods: separate physics grids, CSLAM transport, 
… (See Lauritzen talk “CESM2 release of CAM-SE” and 
“Variable-resolution updates: CAM-SE” talk by Zarzycki)�
Performance and new architectures: Used widely by CISL for 
computer science applications and performance research  

•  Current “workhorse” for ¼ degree applications 
•  Ongoing: Development of non-hydrostatic deep-atmosphere 

version (led by Ram Nair; collaboration with CGD) 
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based on the PPM algorithm that is third-order is given
in, e.g., Ullrich et al. (2009).
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stead of the hybrid sigma-pressure vertical coordinate
a hybrid sigma-θ vertical coordinate is used (Chen and
Rasch 2009). Apart from the vertical coordinate the
model design is identical to CAM FV.

3.2. Cubed-sphere grid models
The assessment includes two dynamical cores that are
defined on cubed-sphere grids. The finite-volume cubed-
sphere model (GEOS FV CUBED) is a cubed-sphere
version of CAM FV developed at the Geophysical Fluid
Dynamics Laboratory (GFDL) and the NASA God-
dard Space Flight Center. The advection scheme is
based on the Lin and Rood (1996) method but adapted
to non-orthogonal cubed-sphere grids (Putman and Lin
2007,2009). Like CAM FV, the GEOS FV CUBED dy-
namical core is second-order accurate in two dimensions.
Both a weak second-order divergence damping mech-
anism and an additional fourth-order divergence damp-
ing scheme is used with coefficients 0.005×∆Amin/∆t
and [0.05 × ∆Amin]2 /∆t, respectively, where ∆Amin

is the smallest grid cell area in the domain.
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the polar regions and mid-latitudes. Nevertheless, an
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izontal momentum equations. This is accomplished
by subtracting the external-mode damping coefficient
(0.02×∆Amin/∆t) times the gradient of the vertically-
integrated horizontal divergence on the right-hand-side
of the vector momentum equation.

GEOS FV CUBED applies the same inner and outer
operators in the advection scheme (PPM) to avoid the
inconsistencies described in Lauritzen (2007) when us-
ing different orders of inner and outer operators. The
cubed-sphere grid is based on central angles. The angles
are chosen to form an equal-distance grid at the cubed-
sphere edges (undocumented). The equal-distance grid
is similar to an equidistant cubed-sphere grid that is ex-
plained in Nair et al. (2005). The resolution is specified
in terms of the number of cells along a panel side. As an
example, 90 cells along each side of a cubed-sphere face
yield a global grid spacing of about 1◦.
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2009). Spectral elements are a type of a continuous-
Galerkin h-p finite element method (Karniadakis and
Sherwin 1999, Canuto et al. 2007), where h is the num-
ber of elements and p the polynomial order. Rather
than using cell averages as prognostic variables as in
geos fv cubed, the finite element method uses p-order
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ible, meaning it has discrete analogs of the key integral
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CAM dynamical core inventory 

Current dycores: 
 
EUL (Eulerian spectral-transform) 
SLD (semi-Lagrangian spectral-transform) 
FV (finite-volume)   
SE (spectral-elements) 
 
 
Dycores being integrated into CAM: 
 
MPAS (Model for Prediction Across Scales) 
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MPAS!
(Model for Prediction Across Scales) 

•  Developed by MMM with WRF physics for high 
resolution global weather forecasting 

•  Being implemented and tested in CAM 
•  Plans: �
�
- Given adequate resources the integration into CAM�
  should be completed soon �
�
- Evaluation as a dynamical core for climate with �
  CAM6 physics 



CAM dynamical core inventory 

Current dycores: 
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EUL	 SLD	 FV	 SE	 MPAS	 FV3	

Scalable ✔	 ✔	 ✔	

Mesh-refinement 
capability 

✔	 ✔	 ✔	

Non-hydrostatic Ongoing	 ✔	 ✔	

Deep atmosphere Ongoing	 Doable	 ?	

Active development 
inside NCAR 

✔	 ✔	

Acronyms:	
EUL	(Eulerian	spectral-transform)	
SLD	(semi-Lagrangian	spectral-transform)	
FV	(finite-volume)	 		
SE	(spectral-elements)	
MPAS	(Model	for	PredicFon	Across	Scales)	
FV3	(“cubed-sphere	version”	of	FV	from	NOAA)	

Summary of “capabilities”  
(does not reflect accuracy, throughput, etc.) 
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CESM plans 
Please note: CESM will be in a unique position having three state-of-the-art 
dynamical cores (in the same infrastructure) spanning diverse spherical grids 
and numerical methods�
 
The CESM group is planning to perform a comparison of the different dycores 
for “workhorse” CESM applications �
�
The dynamical core requirements list includes (not an exhaustive list): �
�
- Sufficient throughput (cost not just scalability is important!) on current and �
  future architectures �
- Conservation (mass, a closed energy budget in the system as a whole, axial �
  angular momentum, …)�
- Dynamical core developer support�
- Support for simplified setups (see Lauritzen’s talk “An Overview of the �
  Simplified CESM2 Model Configurations”)�
- Climate needs to be competitive with CESM2 release simulations �
- Mesh-refinement capability for regional climate applications and�
  parameterization development 
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