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Introduction to the spectral element method - 1D

Consider conservation law for variable U(x , t) in one dimension

∂U

∂t
+

∂F(U)

∂x
= 0, in Ω× (0,T ] (1)

where T is total integration time, F is flux function (for linear advection, e.g., F(U) = c0 U).

Partitioning of global domain Ω into Nelm non-overlapping elements: Ω =
⋃Nelm

j=1 Ωj
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9.2.3 Galerkin Formulation
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Figure from (Nair et al., 2011)

Weak Galerkin formulation

Multiply (1) with test function ϕ(x) and integrate over element Ωj∫
Ωj

[
∂U

∂t
+

∂F(U)

∂x

]
ϕ(x)dx = 0. (2)
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1D spectral element method - spatial discretization

Within each element we represent the solution with polynomials of degree 6N, that is, we project
the solution onto a polynomial basis within each element:

U(x , t) ≈
N∑

k=1

Uk(t)hk(x), (3)

where Uk(t) is the ‘amplitude’ or weight for the kth polynomial at time t (similarly for ϕ).

In default CAM-SE N = 3 (degree 3 polynomials; 4th-order accurate)
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Note that the degree is N = 4 on the Figure (from Nair et al. (2011)) and not N=3 as in CAM-SE
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1D spectral element method - spatial discretization

Within each element we represent the solution with polynomials of degree 6N, that is, we project
the solution onto a polynomial basis within each element:

U(x , t) ≈
N∑

k=1

Uk(t)hk(x), (3)

where Uk(t) is the ‘amplitude’ or weight for the kth polynomial at time t (similarly for ϕ).

When substituting (3) into ∫
Ωj

[
∂U

∂t
+

∂F(U)

∂x

]
ϕ(x)dx = 0. (4)

Note that we can compute derivatives analytically within each element.

Evaluate integrals using Gauss-Lobatto-Legendre (GLL) quadrature
(exact for polynomials of degree 2N − 1):a

Rotated test cases and dynamical core intercomparisons 13
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∫
f dx ≈

N∑
n=1

ω
(gll)
n f (x

(gll)
n ), (5)

where x(gll) are the quadrature points and ω(gll) the associated weights.

anodal basis function + GLL quadrature ⇒ efficient numerical integration
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1D spectral element method - coupling of elements

Up until now I have only talked about spectral elements on one element; obviously we need to
couple the elements:
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1D spectral element method - coupling of elements

Up until now I have only talked about spectral elements on one element; obviously we need to
couple the elements:

Continuity is enforced at element boundaries, in other words, we project the solution onto
the space of globally continuous piecewise polynomials.

This is the only mechanism at which neighboring elements ‘feel’ each other
→ may be interpreted as the flux between the elements.

This projection is performed at every Runga-Kutta time-stepping stage!
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2D spectral elements - spatial approximation

Extension to 2D: Tensor product approach, that is, we project solution onto polynomial tensor
product basis:

U(x , y , t) ≈
N∑

`=1

N∑
k=1

Uk`(t)hk(x)h`(y), (6)

where hk(x) and h`(y) are 1D polynomials in x and y , respectively.

Again continuity is enforced on the element boundary ⇒ in parallel implementation only the points
on the boundary of the elements need to be exchanged between processors, i.e. very little commu-
nication between processors! Rotated test cases and dynamical core intercomparisons 13
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Extension to the sphere

Tile the sphere with quadrilateral elements

Physical domain, elements and GLL points

Element framework also ‘easily’ allows for mesh-refinement

Global 1/8°  
CAM5-SE has a very efficient, scalable 
and expensive global 1/8° configuration. 
 
• 6M core hours per year (ANL Intrepid) 
• Yellowstone: 2M core hours?   
• 3.1M physics columns 
• dtime=600, dynamics dt=9.2 
   

SGP 8x Regionally Refined  
1° global resolution, refined to 1/8° 
continental sized region centered over 
SGP ARM site.   
 
• 0.12 M core hours per year (Sandia Linux 

cluster).    
• 67K columns.   
• dtime=600, dynamics dt=7.9 

CAM5-SE at 1/8°  

CAM-SE:  CAM with HOMME’s  
Spectral Element Method 

• Each element uses a 4x4 GLL collocation grid 
(forming a 3x3 array of subcells) 

• This plot (unlike others) shows the additional 
degrees of freedom within each element   

Figure courtesy of Mark Taylor (Sandia)
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Highly scalable dynamical core
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Figure 5: Performance of the CESM atmosphere component model on Intrepid (IBM BG/P)
when using the CAM-SE, FV or EUL dynamical core, showing the simulated-years-per-day
as a function of the number of processing cores. Atmosphere component times taken from a
CESM time-slice simulation, coupling the atmosphere (at 0.25◦ or T341 resolution), the land
model (0.25◦ resolution), and the sea ice and data ocean model (0.1◦). The solid black line
shows perfect parallel scalability. When using CAM-SE, the CESM achieves near perfect
scalability down to one element per processor, running at 12.2 SYPD on 86,400 cores.

Figure from Dennis et al. (2012)

We can now perform climate simulations at unprecedented resolutions and we are starting to resolve
some meso-scale motion (at which scales the dynamics fundamentally changes character!)
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Total kinetic energy (TKE) spectra

Figure from Nastrom and Gage (1985)
3020 VOLUME 132M O N T H L Y W E A T H E R R E V I E W

FIG. 1. Nastrom and Gage (1985) spectrum derived from the GASP
aircraft observations (symbols) and the Lindborg (1999) functional
fit to the MOZAIC aircraft observations.

k�5/3 spectrum predicted by stratified (2D) turbulence
theory. A second explanation, put forth by Dewan
(1979) and VanZandt (1982), suggests that the meso-
scale spectrum is dominated by internal gravity waves.
The observational analyses of Lindborg (1999) and
Lindborg and Cho (2001), using structure functions, do
not reveal a negative energy flux in the mesoscale (down
to scales of 30 km), rather, a 2D enstrophy inertial range
is observed. Below these scales the structure function
analyses show that the flow is highly intermittent, and
more observations would be needed to conclusively
characterize the dynamics of the kinetic energy spec-
trum. A more detailed description of the 2D theory and
observational analyses, including their historical devel-
opment, can be found in Lindborg (1999).
While the dynamics of the mesoscale portion of the

kinetic energy spectrum are not well understood, the
spectral characteristics in and of themselves have sig-
nificant implications for mesoscale and cloud-scale
NWP. The k�5/3 dependence of mesoscale (and cloud-
scale) spectra suggests that the small scales are energetic
and that error growth may be faster than at synoptic
scales. For mesoscale NWP models with grid sizes �x
ranging between 1 and 20 km and forecast periods of
1 to 3 days, many of the resolved features are not pre-
dictable and errors at these scales have sufficient time
to propagate upscale. Thus the characteristics of the
mesoscale kinetic energy spectrum cast doubt on the
viability of deterministic small-scale NWP at traditional
mesoscale time periods, especially given the additional

difficulty of initializing and verifying forecasts at these
small scales because of a lack of mesoscale data.
There are a number of reasons, however, to attempt

high-resolution mesoscale forecasts. Significant pre-
dictability may be possible for small-scale phenomena
forced by the large scale (e.g., frontal convection) or
tied to fixed forcings such as terrain (e.g., mountain–
valley circulations) or surface heterogeneities (e.g., sea
breezes). Forecasts may also benefit from improved rep-
resentation of important small-scale physical phenom-
ena. For example, NWP models using grid spacing
smaller than a few kilometers will be able to explicitly
resolve deep convection, foregoing the need for a deep
convection parameterization. Additionally, nondeter-
ministic products, such as the character of convection
in a region during a time period in convective-resolving
models, may prove to be valuable forecast aids. Finally,
it should be appreciated that at some time in the not-
too-distant future we will have the capability to perform
ensembles of very high resolution forecasts with the
goal of producing statistically meaningful probabilistic
forecasts.
With this understanding of the atmospheric spectrum

and mesoscale NWP needs and limitations in mind, we
examine the ability of a nonhydrostatic mesoscale NWP
model [the Weather Research and Forecast (WRF) mod-
el; Skamarock et al. 2001; Michalakes et al. 2001] to
reproduce observed kinetic energy spectral character-
istics. While this is not a traditional validation measure,
a model’s ability to reproduce observed kinetic energy
spectra indicates whether or not it has the correct kinetic
energy statistics and, in this sense, if it is faithful to the
dynamics of the observed atmosphere.
In examining the WRF model forecasts’ kinetic en-

ergy spectra, we find that the spectra depart from their
expected behaviors at high wavenumbers (short wave-
lengths) on the model grid. These deviations are a direct
measure of an NWP model’s true resolution capabilities.
We also find that spectra (and a model’s true resolution)
can be sensitive to the formulation and application of
explicit and implicit filters in NWP models. Various
filtering mechanisms are examined within the WRF
model to understand the character of the different for-
mulations and to serve as a guide to their formulation
and tuning.
Model spectra also illustrate the lack of mesoscale

observations and assimilation methodologies with
which to initialize an NWP forecast model—model
spectra are severely deficient in kinetic energy in the
mesoscale in forecast initializations. The correct me-
soscale spectra, however, develop rapidly in the NWP
model forecasts. We examine the initial spinup and ad-
justment of the mesoscale spectra to verify that physi-
cally realistic finescale structures are being generated.
High-resolution NWP would be impossible without this
spinup, and any analysis of the kinetic energy spectra
is dependent on a plausible spinup of the spectrum at
the scales that are not initialized.

Figure from Skamarock (2004)

Upper Figure

Observational campaign (1975-76) collected wind and tempera-
ture data from 6000+ commercial aircraft flights
(most measurements at 9-14km);
Figure shows the flight tracks.

Lower Figure

Total kinetic energy (TKE) spectra plotted on log-log scale
(x-axis is wavenumber k = 2π

L and y -axis is TKE)

Despite season, latitude, location in the troposphere and strato-
sphere data show remarkably ‘well-defined’ slopes:

k−3 dependence on k at large scales from approximately
1000-3000km

small transition zone where slope decreases

k−5/3 dependence on k in the range from a few kilometers
to 300-400 km
(≈ meso-scale and smaller).
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Why does the atmosphere TKE have k−3 and k−5/3 slopes?

If I could answer that question and related questions fully ...

In other words, these questions belong to the category of major unanswered questions in
atmospheric dynamics!
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k−5/3 spectrum - idealized turbulence theory (following overview by Thuburn (2011))

Basic Dynamics-II
John Thuburn

Kolmogorov (1941) theory

For 3D, statistically steady, homogeneous, isotropic turbulence, in an

inertial range:

At wavenumber k, the only dimensional quantities are the energy

throughput ε and k itself.

Page 18

Consider three-dimensional, statistically steady, homogeneous and isotropic turbulence in an
incompressible constant density fluid
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Assume that the fluid is stirred and energy is input on some large scale kF , and that energy
is dissipated by viscosity at some scale kD .
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Consider three-dimensional, statistically steady, homogeneous and isotropic turbulence in an
incompressible constant density fluid

Assume that the fluid is stirred and energy is input on some large scale kF , and that energy
is dissipated by viscosity at some scale kD .

Since energy is a conserved quantity ⇒ there must therefore be a systematic transfer of
energy from the forcing scale to the dissipation scale (when transfer occurs through a
succession of gradually smaller eddies it is referred to as a cascade).

Peter Hjort Lauritzen (NCAR) Dynamics II May 30, 2012 11 / 25



k−5/3 spectrum - idealized turbulence theory (following overview by Thuburn (2011))
Basic Dynamics-II
John Thuburn

Kolmogorov (1941) theory

For 3D, statistically steady, homogeneous, isotropic turbulence, in an

inertial range:

At wavenumber k, the only dimensional quantities are the energy

throughput ε and k itself.

Page 18
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incompressible constant density fluid

Assume that the fluid is stirred and energy is input on some large scale kF , and that energy
is dissipated by viscosity at some scale kD .

Since energy is a conserved quantity ⇒ there must therefore be a systematic transfer of
energy from the forcing scale to the dissipation scale (when transfer occurs through a
succession of gradually smaller eddies it is referred to as a cascade).

Assume, also, that there is some range of scales in between kF and kD that is statistically
independent of the details of the forcing and dissipation a.k.a. inertial range
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throughput ε and k itself.
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Consider three-dimensional, statistically steady, homogeneous and isotropic turbulence in an
incompressible constant density fluid

Assume that the fluid is stirred and energy is input on some large scale kF , and that energy
is dissipated by viscosity at some scale kD .

Since energy is a conserved quantity ⇒ there must therefore be a systematic transfer of
energy from the forcing scale to the dissipation scale (when transfer occurs through a
succession of gradually smaller eddies it is referred to as a cascade).

Assume, also, that there is some range of scales in between kF and kD that is statistically
independent of the details of the forcing and dissipation a.k.a. inertial range

The rate of energy production ε must equal the rate of energy dissipated!

Moreover, the rate of transfer of energy from wavenumbers smaller than k to wavenumbers
greater than k, for any k in the inertial range, must also equal ε.
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k−5/3 spectrum - idealized turbulence theory (following overview by Thuburn (2011))
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Following dimensional argument by Kolmogorov (1941) then implies a certain form of the
energy spectrum:
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Following dimensional argument by Kolmogorov (1941) then implies a certain form of the
energy spectrum:

The dimension of spectral energy density Ê(k) is[
Ê(k)

]
= L3T−2, (7)

where L stands for length and T stands for time.
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inertial range:

At wavenumber k, the only dimensional quantities are the energy

throughput ε and k itself.

Page 18

Following dimensional argument by Kolmogorov (1941) then implies a certain form of the
energy spectrum:

The dimension of spectral energy density Ê(k) is[
Ê(k)

]
= L3T−2, (7)

where L stands for length and T stands for time.

In the inertial range at wavenumber k, the only quantities are k itself and ε

[k] = L−1 [ε] = L2 T−3 (8)

so the only way to construct a quantity with the same dimensions as Ê(k) is

Ê(k) ∝ ε2/3k−5/3. (9)
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k−3 spectrum - idealized turbulence theory (following overview by Thuburn (2011))

Basic Dynamics-II
John Thuburn

Two dimensional turbulence

In 2D turbulence we have another conservable quantity, the

enstrophy, and therefore a cascade of enstrophy η.

Typically energy now cascades upscale while enstrophy cascades

downscale.

Page 20Now consider two-dimensional, statistically steady, homogeneous and isotropic turbulence in
an incompressible constant density fluid

In 2D we have another conserved variable: enstrophy (∝ ζ2 where ζ vorticity), and therefore
a cascade of enstrophy at a rate η.

Typically energy now cascades upscale while enstrophy cascades downscale

The argument (on the previous slide for the k−5/3’s spectrum) did not depend on the
number of dimensions nor on the direction of the energy cascade!

We therefore expect to see a k−5/3 spectrum on scales larger than the forcing scale kF ,
provided there is a mechanism to provide a sink of energy at very large scales k0.

Scaling argument: In the inertial range on the small-scale side of the forcing, the energy
density has dimensions (as before) [

Ê(k)
]

= L3T−2, (10)
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We therefore expect to see a k−5/3 spectrum on scales larger than the forcing scale kF ,
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The argument (on the previous slide for the k−5/3’s spectrum) did not depend on the
number of dimensions nor on the direction of the energy cascade!

We therefore expect to see a k−5/3 spectrum on scales larger than the forcing scale kF ,
provided there is a mechanism to provide a sink of energy at very large scales k0.

Scaling argument: In the inertial range on the small-scale side of the forcing, the energy
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An idealized example simulation: Barotropic vorticity equation

One form of the equations describing 2D incompressible flow is the barotropic vorticity equation

dζ

dt
= 0, (11)

where ζ vorticity.

To dissipate enstrophy that cascade towards the grid scale, a suitable tuned diffusion

κ∇4ζ, (12)

is added to the right-hand side of (11).

Numerically solve
dζ

dt
= κ∇4ζ, (13)

on a double-perodic square Cartesian domain with an initial condition of vorticity alternating sign
(see Figure).
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An idealized example simulation: Barotropic vorticity equation

Initial condition: ζ, Ê(k) and enstrophy spectrum
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An idealized example simulation: Barotropic vorticity equation

Solution after a few vortex turn-over times
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Like-signed vortices merge: physical manifestations of upscale energy transfer

At the same time, fluid has been stripped from edges of most vortices and drawn into thin
filaments that fill the space between vortices (physical manifestation of downscale of
enstrophy)
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An idealized example simulation: Barotropic vorticity equation

What happens if I remove the enstrophy sink term κ∇4ζ?

Basic Dynamics-II
John Thuburn

Two dimensional turbulence

In 2D turbulence we have another conservable quantity, the

enstrophy, and therefore a cascade of enstrophy η.

Typically energy now cascades upscale while enstrophy cascades

downscale.

Page 20
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An idealized example simulation: Barotropic vorticity equation

What happens if I remove the enstrophy sink term κ∇4ζ?

Figure from (Thuburn, 2011)

Accumulation of enstrophy near the grid scale!!!!
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Application to the real atmosphere (following overview by Thuburn (2011))

Scaling arguments and results from the previous slides where based on making very idealized
assumptions! Can this be applied to the real atmosphere? There are a number of caveats!

We neglect intermittency and a spectrum as steep as k−3 is barely consistent with a inertial
range (large scales begin to dominate the strain rate and interaction will cease to be local in
spectral space)

The atmosphere is not a 2D incompressible fluid although much of the atmosphere is stably
stratified and moves approximately layerwise two-dimensionally

Analysis of global datasets implies that there are significant sources and sinks of energy
across a wide range of scales, which is inconsistent with the idea of an inertial range.

Furthermore, the observed kinetic energy spectrum makes a transition to something close to
k−5/3 on scales of a few 100 km; this transition is quite different from the transition
prediction by two-dimensional turbulence theory and there is currently no widely accepted
explanation for it (Lindborg, 2006; Lilly et al., 1998).

However, careful analysis of global datasets implies that the general conclusion of energy cascading
predominantly upscale and (potential) enstrophy cascading predominantly downscale does indeed
hold!

In any case ...

we may ask the question: Can our models simulate the k−5/3’s transition?
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Global models can now simulate k−5/3’s transition

Some of the first global models to simulate k−5/3’s transition: Takahashi et al. (2006); Hamilton et al. (2008)

Fig. 3. The kinetic energy spectra from high resolution aqua planet simulations of CAM-
SE and CAM-EUL. Left panel plots E(k) as a function of spherical wave number k. Right
panel plots E(k)k5/3 to better illustrate how the spectral matches the predicted k−3 and
k−5/3 scalings (black lines). Solid lines show the KE of �u, while the dotted lines show the
irrotational component �uι. CAM-SE at 0.25◦ matches the CAM-EUL T340 spectra quite
well at all scales resolved by CAM-EUL. But even higher resolution is needed to capture
the observed transition from a k−3 to a k−5/3 scaling, as seen in the result for CAM-SE at
0.125◦, which has large regions which match each scaling regime.

25

Figure from Evans et al. (2012)

Setup: CAM4 physics, aqua-planet simulation. Solid lines: (left) E(k) and (right) k−5/3 E(k).
Dotted lines is E(k) including only the divergent component of the winds.

1/8◦ resolution: clear transition to k−5/3

Aside: At some wavenumber (k < 102) the divergent modes have more energy than vortical
modes (meso-scale) - has that something to do with the k−5/3’s transition?
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Global models can now simulate k−5/3’s transition

Fig. 3. The kinetic energy spectra from high resolution aqua planet simulations of CAM-
SE and CAM-EUL. Left panel plots E(k) as a function of spherical wave number k. Right
panel plots E(k)k5/3 to better illustrate how the spectral matches the predicted k−3 and
k−5/3 scalings (black lines). Solid lines show the KE of �u, while the dotted lines show the
irrotational component �uι. CAM-SE at 0.25◦ matches the CAM-EUL T340 spectra quite
well at all scales resolved by CAM-EUL. But even higher resolution is needed to capture
the observed transition from a k−3 to a k−5/3 scaling, as seen in the result for CAM-SE at
0.125◦, which has large regions which match each scaling regime.
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Note that the tail of the spectrum tails off ... what can we learn from that?
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Using TKE to ‘tune’ model dissipation operators
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Figure from Skamarock (2011)

Right Figure

As shown for the barotropic voricity equation simulation, if there is not a sink at the grid scale
energy will accumulate and contaminate the solution ... here is an example from CAM-FV
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Using TKE to ‘tune’ model dissipation operators

Figure from Jablonowski and Williamson (2011)

Idealized baroclinic wave simulation (Jablonowski and Williamson, 2006) and associated TKE
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Using TKE to ‘tune’ model dissipation operators

Figure from Jablonowski and Williamson (2011)

Idealized baroclinic wave simulation (Jablonowski and Williamson, 2006) and associated TKE
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Using TKE to ‘tune’ model dissipation operators
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Figure from Skamarock (2011)

Assuming the TKE spectrum ‘tails off’ (no spurious accumulation of energy near the grid scale),
one can argue that the TKE spectrum can be used to define an ‘effective’ resolution of the model
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Using TKE to ‘tune’ model dissipation operators
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Figure from Skamarock (2011)

Assuming the TKE spectrum ‘tails off’ (no spurious accumulation of energy near the grid scale),
one can argue that the TKE spectrum can be used to define an ‘effective’ resolution of the model

Spherical harmonic based dynamical core (CAM-EUL): hint of k−5/3’s transition and for
k > 200 energy is removed

CAM-FV: no hint of k−5/3’s transition and tails off ‘already’ at 15∆x-20∆x
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Using TKE to ‘tune’ model dissipation operators
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Figure from Skamarock (2011)

Assuming the TKE spectrum ‘tails off’ (no spurious accumulation of energy near the grid scale),
one can argue that the TKE spectrum can be used to define an ‘effective’ resolution of the model

This is somewhat controversial: from linear analysis we know that waves near the grid-scale are
not well-represented and can therefore not be trusted. One may therefore argue that we should
damp those waves so that they transition to zero energy at the truncation limit
(M. Blackburn, University of Reading)
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Using TKE to ‘tune’ model dissipation operators

Figure from Jablonowski and Williamson (2011)

(left) TKE spectrum for CAM-EUL using different orders of hyperdiffusion

(right) TKE spectrum for CAM-FV

⇒ at increasing orders of hyperdiffusion CAM-EUL starts to ‘look like’ CAM-FV
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Using TKE to ‘tune’ model dissipation operators

Diffusion mechanisms and their magnitude matters - for example, many extreme events are close
to the grid scale and may be affected by diffusive properties of the dynamics near the grid-scale!

Figure: Fraction of time the tropical convection is in 1 mm day−1 bins ranging from 0 to 120 mm
day−1, calculated for 6h averages for all grid point between ±10◦. Frequency distribution is annual
average for CAM-FV and CAM-EUL (low resolution results ≈ 3◦)
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Challenges as we move to higher resolution

Fig. 3. The kinetic energy spectra from high resolution aqua planet simulations of CAM-
SE and CAM-EUL. Left panel plots E(k) as a function of spherical wave number k. Right
panel plots E(k)k5/3 to better illustrate how the spectral matches the predicted k−3 and
k−5/3 scalings (black lines). Solid lines show the KE of �u, while the dotted lines show the
irrotational component �uι. CAM-SE at 0.25◦ matches the CAM-EUL T340 spectra quite
well at all scales resolved by CAM-EUL. But even higher resolution is needed to capture
the observed transition from a k−3 to a k−5/3 scaling, as seen in the result for CAM-SE at
0.125◦, which has large regions which match each scaling regime.
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We are now starting to resolve some meso-scale motion (k−5/3’s transition)

→ slowly starting to resolve large-scale convection (since we can resolve large-scale updrafts) but
we are certainly not resolving all kinds of convection and associated phenomena: GREY ZONE

Are the assumptions we are making in climate models developed for resolutions of O(> 100km)
still valid?
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Challenges as we move to higher resolution
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We are now starting to resolve some meso-scale motion (k−5/3’s transition)

→ slowly starting to resolve large-scale convection (since we can resolve large-scale updrafts) but
we are certainly not resolving all kinds of convection and associated phenomena: GREY ZONE

Are the assumptions we are making in climate models developed for resolutions of O(> 100km)
still valid?
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Challenges as we move to higher resolution

Are the assumptions we are making in climate models developed for resolution of O(> 100km)
still valid?

Is the hydrostatic assumption still valid? (hydrostatic approximation): Involves ignoring the
acceleration term in the vertical component of the momentum equations so that it reads:

ρg = −
∂p

∂z
, (11)

where g gravity, ρ density and p pressure.

There has been a lot of discussion/focus on developing non-hydrostatic global dynamical
cores, however, we argue that there are other processes that become important before we
‘hit’ the ‘hydrostatic limit’ (next slide)
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Challenges as we move to higher resolution: condensate loading

‘Typical’ representation of water in climate models

Prognostic: Water vapor, cloud liquid and cloud ice

Diagnostic: Rain, snow, graupel (also called soft hail), and hail ⇒ if rain, snow, graupel or
hail forms it is assumed that it falls to the ground in one time step ∆t where ∆t is typically
O(15 − 30) minutes.

Surface-pressure (Ps) is usually computed as the mass of dry air and water vapor in the
column, i.e. surface pressure does not ‘feel’ the weight of the remaining water species. In
reality, however, precipitating condensate may exist in a deep column that persists for a significant
time (> ∆t); the weight of this column contributes to the pressure field = condensate loading (CL).

The major contribution to condensate mass comes from precipitating species such as rain, hail,
snow, and graupel!

High resolution climate modeling

Not including CL is a justifiable approximation at horizontal resolutions of O(100) km

... as we move to 25km and higher resolutions this neglect is no longer justified!
(see next slide)
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Condensate loading (CL) and surface pressure (Ps) (Bacmeister et al., 2012)

between 5000 and 10000 m. This general shape seems to
hold for moderate to intense Rsfc (100 to 1000 mm d!1).
[14] As a crude first approximation we set rc∗ to a con-

stant value rc0 between the surface and a height HCL and

set rc∗ = 0 above. The density rc0 is then specified as a
function of Rsfc and a terminal velocity wf,

rc0 ¼ rL0
Rsfc

wf
: ð6Þ

where rL0 is the density of liquid water (1000 kg m!3)
and Rsfc is expressed in units of m s!1. Combining (5)
and (6) and incorporating our assumptions about the
shape of the condensate profile we obtain an expression
for the time-varying, fully-3D, hydrostatic pressure per-
turbation induced by CL

p′CL x; y; z; tð Þ ¼ g rL0
Rsfc

wf
% HCL ! zð Þ z ≤ HCL;

0 z > HCL:

8
<

: ð7Þ

For Rsfc we use the instantaneous CAM5 total surface pre-
cipitation (convective + large-scale) at each time step. We
simply use the hydrostatically-determined heights of the
CAM5 half-levels or layer edges to define the condensate
column. When the upper-edge of a layer falls below HCL it is
included in the column, otherwise it is left out. This can

Table 1. RMS Differences Between !p and !phyd for Different
Coarse-Graining Scales

Coarse-Graining
Scale

With Loading
(hPa)

Without Loading
(hPa)

25 km 0.062 0.17
5 km 0.098 0.25

Figure 2. JFD of pressure loading at the surface from con-
densates (hPa, vertical axis) and surface precipitation rates
Rsfc (mm d!1, horizontal axis) in 25 km % 25 km subdo-
mains. Dashed White lines show p′CLjz¼0 for CL1 and CL2
defined in Table 2. N is the number of occurrences in each
20 % 0.1 (mm d!1 % hPa) bin.

Figure 1. JFDs of WRF pressure !p (horizontal) vs. diag-
nostic hydrostatic pressure calculations (vertical). Hydro-
static pressures are calculated using fields coarse-grained to
25 km % 25 km subdomains. (a) Result with a hydrostatic
calculation including mass of all condensed species !phyd;c .
(b) Result for hydrostatic calculation ignoring condensate
masses !phyd;v (see text). N is the number of occurrences in
each 0.1 % 0.1 (hPa2) bin.

Table 2. CAM5 Experiments and Parameters for p′CL

Experiment wf HCL

CTR control, no loading control, no loading
CL1 2.5 ms!1 8500 m
CL2 0.625 ms!1 2000 m

BACMEISTER ET AL.: CONDENSATE LOADING L04806L04806

3 of 5

Experiment setup

Model = WRF (NCAR weather research forecast model) with ‘all’ water vari-

ables prognostic as well as non-hydrostatic dynamics; ∆x = ∆y = 500m

horizontal resolution, 5 day simulation.

Non-hydrostatic effects at ∆x =25km

Figure (upper): Joint frequency distributions of
WRF pressure (x-axis) and hydrostatic pressure
(y -axis) coarse-grained to 25 km.

Non-hydrostatic effects not significant!

What is the effect of CL on Ps?

Figure (lower): Same as upper but hydrostatic
pressure ignores CL (y -axis).

⇒ frequent, large (O(hPa)) underestimates of Ps

compared to WRF Ps .

A clear implication of this result is that high-resolution climate model surface pressures in regions
of strong precipitation may be systematically underestimated by several hPa.
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Condensate loading (CL) and precipitation (Bacmeister et al., 2012)

Why don’t we ‘just’ run climate models with prognostic rain, snow, graupel, ...?

High-resolution climate modeling is reaching ‘grey zone’ resolutions, i.e. we are starting to resolve
meso-scale motion but we are not resolving individual updrafts to form hail, snow, graupel, ...

→ having prognostic rain, snow, hail, and graupel is problematic in the ‘grey’ zone!

But we can parameterize the effect of water loading so that the dynamics ‘feels’ the weight of all
precipitating species such as rain, snow, graupel, ...
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Condensate loading (CL) and precipitation (Bacmeister et al., 2012)

lead to some variation in the actual thickness of the con-
densate layers.
[15] The condensate pressure p′CL is added directly to the

dynamical pressure in the FV dynamical core immediately
before horizontal pressure gradient forces are calculated.
In the present implementation p′CL has no other effects in
the simulation, so that its horizontal gradient can simply
be regarded as another parameterized body force similar
to gravity wave drag.
[16] We tried 2 different forms for p′CL (Table 2) whose

surface signatures are shown by the white lines in Figure 2.
These two experiments are intended to explore the sensitiv-
ity of the model to the depth of CL while maintaining the
CL pressure signature at the surface approximately constant.
Clearly, CL1 with HCL ≈ 8500 m is closer to the WRF
condensate profiles (Figure S1) than is CL2 with HCL ≈
2000 m. Note that the specification of HCL is only approxi-
mate since actual model layer thicknesses vary in space and

time. However, it should be kept in mind that these profiles
are from a single 5-day period dominated by deep convec-
tion. Furthermore, as will be seen below CL2 reveals inter-
esting sensitivities to HCL.

4. CAM5 Results

[17] Figure 3a shows probability density functions (PDFs)
of instantaneous precipitation intensity (30°S–30°N) in our
CAM5 experiments, accumulated during August 2005 from
data written every 3 hours. The PDF from the CAM5 control
(CTR) is shown in black. The observational PDF for pre-
cipitation estimated from the Tropical Rainfall Measuring
Mission (TRMM) 3B42 product [Huffman et al., 2007] is
also shown (dashed red). CTR clearly overestimates the
likelihood of precipitation rates greater than 200 mm d!1

with respect to TRMM-3B42. There is some uncertainty
about whether the TRMM-3B42 precipitation rates represent
instantaneous values or longer three hour averages. In any

Figure 3. (a) PDFs of precipitation rates for August 2005 between 30°S and 30°N for experiments defined in Table 2: CTR
(black curve); CL1 (green curve); and CL2 (magenta curve). The corresponding TRMM 3B42 observational estimate is
shown by the dashed red curve. Note results are displayed in log-log form. (b) Same as except for vertical motion around
850 hPa (w850) over ocean, between 12°S and 25°S. Note only vertical axis is logarithmic in Figure 3b. Probabilities are with
respect to bins of 15 mm d!1 (Figure 3a) and 80 hPa d!1 (Figure 3b).

Figure 4. Twelve-month mean surface precipitation rate for 2/2005-1/2006 as a function of longitude and latitude for:
(a) CTR; (b) CL1; (c) CL2; and (d) from the GPCP observational estimate.

BACMEISTER ET AL.: CONDENSATE LOADING L04806L04806

4 of 5

CAM5 experiment with water loading

CAM5 physics, run for 8/2005, ∆x = 25km, with two parameterizations for CL (so that Ps ‘feels’
CL although CAM does not have prognostic graupel, snow, ...).

Figure: probability density functions (PDFs) of precipitation rates, θ ∈ [30◦S , 30◦N]

for TRMM (observations), CAM5 with CL1 and CL2, and CAM5 control (no CL)

CAM5 control clearly overestimates the likelihood of precipitation rates greater than 200 mm/d
with respect to TRMM. Major improvement with water loading!
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with respect to TRMM-3B42. There is some uncertainty
about whether the TRMM-3B42 precipitation rates represent
instantaneous values or longer three hour averages. In any

Figure 3. (a) PDFs of precipitation rates for August 2005 between 30°S and 30°N for experiments defined in Table 2: CTR
(black curve); CL1 (green curve); and CL2 (magenta curve). The corresponding TRMM 3B42 observational estimate is
shown by the dashed red curve. Note results are displayed in log-log form. (b) Same as except for vertical motion around
850 hPa (w850) over ocean, between 12°S and 25°S. Note only vertical axis is logarithmic in Figure 3b. Probabilities are with
respect to bins of 15 mm d!1 (Figure 3a) and 80 hPa d!1 (Figure 3b).

Figure 4. Twelve-month mean surface precipitation rate for 2/2005-1/2006 as a function of longitude and latitude for:
(a) CTR; (b) CL1; (c) CL2; and (d) from the GPCP observational estimate.
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Figure: 12-month mean precipitation from all CAM5 experiments compared with observational
estimates from the Global Precipitation Climatology Project (GPCP)

All CAM5 experiments exhibit positive precipitation biases in the Pacific intertropical
convergence zone (ITCZ) with respect to GPCP.

Modest improvements over CTR (no water loading) are evident in CL1/CL2 (including water
loading) particularly South of the Equator where the model’s double ITCZ has been reduced
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