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Getting	
 away	
 from	
 the	
 lat-lon	
 grid	
 …	
 

•  Scalability	
  
•  Sta=c	
  mesh-­‐	
  

refinement	
  	
  
capability	
  

•  …	
  

CAM-­‐FV	
  	
  (finite	
  volume)	
  
Lin	
  (2004)	
  

CAM-­‐SE	
  	
  (spectral	
  elements)	
  
Dennis	
  et	
  al.,	
  (2012)	
  

CAM=NCAR’s	
  Community	
  Atmosphere	
  Model	
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•  Computa=onal	
  grid:	
  3	
  elements,	
  4	
  quadrature	
  points	
  in	
  each	
  element	
  (np=4)	
  
•  This	
  quadrature	
  will	
  integrate	
  polynomials	
  of	
  degree	
  3	
  exactly	
  
•  Note:	
  quadrature	
  points	
  are	
  duplicated	
  on	
  element	
  edges	
  

Element	
  boundary	
   Element	
  boundary	
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•  Let	
  the	
  ini=al	
  condi=on	
  for	
  GLL	
  point	
  values	
  be	
  a	
  degree	
  3	
  polynomial	
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•  Let	
  the	
  ini=al	
  condi=on	
  for	
  GLL	
  point	
  values	
  be	
  a	
  degree	
  3	
  polynomial	
  
•  The	
  polynomial	
  basis	
  exactly	
  represents	
  ini=al	
  condi=on	
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•  Within	
  each	
  element	
  the	
  dynamical	
  core	
  advances	
  one	
  Runga-­‐Ku[a	
  step	
  
•  Note	
  each	
  element	
  advances	
  the	
  solu=on	
  in	
  =me	
  independently	
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•  Within	
  each	
  element	
  the	
  dynamical	
  core	
  advances	
  one	
  Runga-­‐Ku[a	
  step	
  
•  Note	
  each	
  element	
  advances	
  the	
  solu=on	
  in	
  =me	
  independently	
  
•  Discon=nui=es	
  may	
  develop	
  at	
  element	
  edges	
  –	
  averaging	
  at	
  element	
  edges	
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•  This	
  process	
  is	
  repeated	
  for	
  every	
  Runga-­‐Ku[a	
  stage	
  	
  
(currently	
  5	
  =mes	
  per	
  dynamics	
  =me-­‐step)	
  

•  Physics	
  is	
  “run	
  on	
  GLL	
  grid”	
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•  Physics	
  update:	
  say	
  it	
  perturbs	
  one	
  point	
  value	
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•  Physics	
  update:	
  say	
  it	
  perturbs	
  one	
  point	
  value	
  
•  Polynomial	
  basis	
  changed	
  in	
  element	
  2	
  
•  Basis	
  funcIons	
  only	
  C0	
  at	
  element	
  edges	
  –	
  typically	
  where	
  noise	
  appears	
  



	
  
•  Discre=za=on	
  preserves	
  adjoint	
  proper=es	
  of	
  divergence,	
  gradient	
  and	
  curl	
  (mime=c)	
  

-­‐>	
  CAM5.2	
  conserves	
  moist	
  energy	
  
-­‐>	
  Machine	
  precision	
  mass-­‐conserva=on	
  (at	
  the	
  element	
  level)	
  
	
  

•  Op=on	
  to	
  run	
  with	
  Eulerian	
  finite-­‐difference	
  discre=za=on	
  (CAM5.2)	
  in	
  the	
  ver=cal	
  	
  
and	
  floa=ng	
  Lagrangian	
  ver=cal	
  coordinates	
  (CAM5.3)	
  

•  Supports	
  sta=c	
  mesh-­‐refinement	
  (and	
  retains	
  formal	
  order	
  of	
  accuracy)	
  
	
  

•  Conserves	
  axial	
  angular	
  momentum	
  very	
  well	
  (Lauritzen	
  et	
  al.,	
  2014)	
  
	
  

•  CAM-­‐SE	
  is	
  hydrosta=c	
  

CAM-SE	
 dynamical	
 core	
 properties	
 

How	
 do	
 we	
 couple	
 the	
 dynamical	
 core	
 with���
sub-grid	
 scale	
 parameterizations	
 (physics)?	
 



Tradi=onally	
  physics	
  and	
  dynamics	
  
grids	
  are	
  collocated	
  

-­‐  smoothly	
  varying	
  grid	
  in	
  terms	
  of	
  
	
  	
  	
  	
  	
  	
  grid	
  size	
  
	
  
-­‐  Much	
  higher	
  resolu=on	
  near	
  poles,	
  

however,	
  dynamical	
  core	
  usually	
  
has	
  filter	
  in	
  the	
  polar	
  regions	
  to	
  	
  
filter	
  out	
  small	
  scales	
  
	
  

-­‐  Aside:	
  Lat-­‐lon	
  grid	
  is	
  “op=mal”	
  for	
  	
  
minimizing	
  zonal	
  flow	
  errors!	
  …	
  
when	
  grid	
  is	
  no	
  longer	
  aligned	
  
errors	
  get	
  rather	
  large	
  ….	
  	
  



Jablonowkski	
  steady-­‐state	
  test	
  case	
  

Williamson (2006a; hereafter referred to as JW06). It consists
of a steady-state solution and a baroclinic wave resulting from
adding a perturbation to the steady-state initial condition. The
Jablonowski test case targets the large scale (hydrostatic)
performance of the model and its ability to retain a balanced
flow. An analytic solution exists for the steady-state test case
provided the model utilizes a hydrostatic or non-hydrostatic
shallow-atmosphere equation set. No analytic solution exists
for the baroclinic wave test and therefore the ‘exact’ solution
must be approximated numerically. The test is deterministic
and convergence can be established based on an ensemble of
high resolution reference solutions (JW06). Other idealized
test cases for three-dimensional dynamical cores have also
recently been proposed by Polvani et al. (2004), Staniforth and
White (2008b), Staniforth and White (2008c) and
Jablonowski et al. (2011). In addition, test cases targeting
the smaller scale and non-hydrostatic performance of the
dynamical cores were suggested by Wedi and Smolarkiewicz
(2009). Global non-hydrostatic models should also be able to
retain large scale balances in the flow. It is therefore expected
that the non-hydrostatic models run at hydrostatic resolutions
(scales) converge to the hydrostatic model reference solutions.

Here we propose a variant of the Jablonowski test cases
where the physical flow remains the same but the computa-
tional grid is rotated with respect to the physical flow.
Ideally the dynamical core should be invariant under rota-
tion of the computational grid. However, usually the
numerical algorithms are less challenged when the flow is
aligned or quasi-aligned with the computational grid in
contrast to flows that predominantly traverse the computa-
tional grid lines at a slantwise angle. Therefore the
Jablonowski test cases somewhat favors regular latitude-
longitude grids since the flow is predominantly parallel to
the latitude circles throughout the domain. The grid rota-
tions suggested in this paper are schematically explained in
Fig. 1. The figure shows a regular latitude-longitude grid
with different rotation angles a that are superimposed upon
a zonally symmetric flow field. The white thick lines depict
the rotated coordinate system in geographical coordinates.
In the rotated latitude-longitude grids the flow is no longer

aligned with the coordinate lines throughout the global
domain of integration, thereby challenging the schemes’
ability to maintain balances in the flow.

In this paper we present results from six dynamical cores
that participated in a 2-week summer colloquium at the
National Center for Atmospheric Research (NCAR) in 20081.
In addition, two of the models are tested with different
vertical coordinates resulting in a total of eight model
variants. The colloquium was entitled Numerical Techniques
for Global Atmospheric Models and was part of the annual
NCAR Advanced Study Program (ASP) colloquium series
(for more information see http://www.cgd.ucar.edu/cms/pel/
colloquium.html). Apart from its educational aspects the
summer colloquium presented an unprecedented opportun-
ity to intercompare a wide range of global dynamical cores
with different spherical grids and numerical methods. All
models were tested with an identical dynamical core test suite
that is documented in Jablonowski et al. (2011).

The paper is organized as follows. In Section 2 the rotated
test case is defined. In Section 3 we briefly describe the suite
of models that ran the test cases. Section 4 discusses the
simulation results followed by conclusions in Section 5.

2. Test case description

Since the new rotated test case is expressed in terms of the
unrotated test case described in JW06, we first present the
unrotated initial conditions. Then the rotated initial condi-
tions are formulated.

2.1. Unrotated initial conditions

2.1.1. Steady-state

The initial conditions comprise a zonally symmetric basic
state with a jet in the midlatitudes of each hemisphere and a
quasi-realistic temperature distribution. They are formu-
lated in terms of the zonal wind component u, meridional

Figure 1: Color scales show the zonal wind (m s21) at model level 3 near 14 hPa. White solid lines show the regular latitude-longitude
grid rotated at the angle a 5 0˚(left), a 5 45˚(middle) and a 5 90˚(right), respectively. The coordinate axis refer to the geographical
coordinates.

1 results from participating models that did not produce a complete dataset
are not included in this study

2 Lauritzen et al.
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the number of triangular cells nc, triangle edges ne and
triangle vertices nv is then given by

nc~20|32|4m ð3:4Þ

ne~30|32|4m ð3:5Þ

nv~10|32|4mz2: ð3:6Þ

Figure 7: Surface pressure (hPa) at day 9 for models based on a regular latitude-longitude and cubed-sphere grids for different rotation
angles (left, middle and right columns are a 5 0 ,̊ 45˚ and 90 ,̊ respectively). The models use a grid spacing of < 2 .̊
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  dynamics	
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-­‐  smoothly	
  varying	
  grid	
  in	
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  of	
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-­‐  Much	
  higher	
  resolu=on	
  near	
  poles,	
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  dynamical	
  core	
  usually	
  
has	
  filter	
  in	
  the	
  polar	
  regions	
  to	
  	
  
filter	
  out	
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  scales	
  
	
  

-­‐  Aside:	
  Lat-­‐lon	
  grid	
  is	
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  for	
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  zonal	
  flow	
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  …	
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errors	
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Tradi=onally	
  physics	
  and	
  dynamics	
  
grids	
  are	
  collocated	
  

If	
  you	
  construct	
  control	
  volumes	
  around	
  
the	
  quadrature	
  points	
  so	
  that	
  the	
  area	
  of	
  	
  
the	
  control	
  volumes	
  equals	
  the	
  Gaussian	
  
quadrature	
  weight	
  (=mes	
  metric	
  term)	
  then	
  
a	
  very	
  anisotropic	
  grid	
  results	
  
	
  
Gets	
  “worse”	
  with:	
  
	
  
-­‐	
  mesh-­‐refined	
  grids	
  
-­‐	
  increasing	
  polynomial	
  order	
  
	
  

Np=4	
  



Kim	
  et	
  al.	
  (2008)	
  

np=7	
  



Current	
  physics/“coupler”	
  grid	
  

12 Lauritzen et al.

(c)(b)(a)

Figure 3: (a) The latitude-longitude grid, (b) the cubed-sphere grid based on an equi-angular central projection and
(c) icosahedral grid based on hexagons and pentagons. The triangular grids used by models herein are the dual of the
hexagonal grid.

volume implementation (i.e., the Lin and Rood, 1996,
algorithm). An example of a two-dimensional extension
based on the PPM algorithm that is third-order is given
in, e.g., Ullrich et al. (2009).

CAM ISEN is an isentropic version of CAM FV. In-
stead of the hybrid sigma-pressure vertical coordinate
a hybrid sigma-θ vertical coordinate is used (Chen and
Rasch 2009). Apart from the vertical coordinate the
model design is identical to CAM FV.

3.2. Cubed-sphere grid models
The assessment includes two dynamical cores that are
defined on cubed-sphere grids. The finite-volume cubed-
sphere model (GEOS FV CUBED) is a cubed-sphere
version of CAM FV developed at the Geophysical Fluid
Dynamics Laboratory (GFDL) and the NASA God-
dard Space Flight Center. The advection scheme is
based on the Lin and Rood (1996) method but adapted
to non-orthogonal cubed-sphere grids (Putman and Lin
2007,2009). Like CAM FV, the GEOS FV CUBED dy-
namical core is second-order accurate in two dimensions.
Both a weak second-order divergence damping mech-
anism and an additional fourth-order divergence damp-
ing scheme is used with coefficients 0.005×∆Amin/∆t
and [0.05 × ∆Amin]2 /∆t, respectively, where ∆Amin

is the smallest grid cell area in the domain.
The strength of the divergence damping increases

towards the model top to define a 3-layer sponge. In
contrast to CAM FV and CAM ISEN, the cubed-sphere
model does not apply any digital or FFT filtering in
the polar regions and mid-latitudes. Nevertheless, an

external-mode filter is implemented that damps the hor-
izontal momentum equations. This is accomplished
by subtracting the external-mode damping coefficient
(0.02×∆Amin/∆t) times the gradient of the vertically-
integrated horizontal divergence on the right-hand-side
of the vector momentum equation.

GEOS FV CUBED applies the same inner and outer
operators in the advection scheme (PPM) to avoid the
inconsistencies described in Lauritzen (2007) when us-
ing different orders of inner and outer operators. The
cubed-sphere grid is based on central angles. The angles
are chosen to form an equal-distance grid at the cubed-
sphere edges (undocumented). The equal-distance grid
is similar to an equidistant cubed-sphere grid that is ex-
plained in Nair et al. (2005). The resolution is specified
in terms of the number of cells along a panel side. As an
example, 90 cells along each side of a cubed-sphere face
yield a global grid spacing of about 1◦.

The second cubed-sphere dynamical core is NCAR’s
spectral element High-Order Method Modeling Environ-
ment (HOMME) (Thomas and Loft 2004, Nair et al.
2009). Spectral elements are a type of a continuous-
Galerkin h-p finite element method (Karniadakis and
Sherwin 1999, Canuto et al. 2007), where h is the num-
ber of elements and p the polynomial order. Rather
than using cell averages as prognostic variables as in
geos fv cubed, the finite element method uses p-order
polynomials to represent the prognostic variables inside
each element. The spectral element method is compat-
ible, meaning it has discrete analogs of the key integral
properties of the divergence, gradient and curl operators,
making the method elementwise mass-conservative (to

JAMES-D
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CAM3SE$$“default”$

3%

Dynamics:%%Spectral%element%
dynamics%on%GaussTLobaUo%nodal%
values%(not%quite%equally%spaced%
at%CAMTSE%default%4x4,%p=3)%

Physics:%%physics%columns%
computed%at%GaussTLobaUo%nodal%
values%

Tracer%Advec/on:%%Spectral%
element.%%Locally%conserva/ve%
and%monotone%on%GaussTLobaUo%
nodes%

Slide	
  courtesy	
  of	
  M.	
  Taylor	
  

NE30NP4	
  configura=on	
  



CAM3SE/CSLAM$$physics$grid$
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Dynamics:%%Spectral%element%

Tracer%Advec/on:%%CSLAM%
Conserva/ve,%SemiTLagrange,%
mul/Ttracer%efficient%algorithm%
using%cell%averaged%data%

Physics:%%cell%averaged%data.%%
Slide	
  courtesy	
  of	
  M.	
  Taylor	
  

SE	
  air	
  mass	
  consistently	
  coupled	
  to	
  
CSLAM	
  tracers	
  via	
  tradi=onal	
  finite-­‐
volume	
  flux-­‐coupling	
  method	
  
(implementa=on	
  in	
  progress)	
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element.%%%
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Should	
  we	
  run	
  physics	
  
and	
  dynamics	
  on	
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k�5/3 scalings (black lines). Solid lines show the KE of �u, while the dotted lines show the
irrotational component �u�. CAM-SE at 0.25� matches the CAM-EUL T340 spectra quite
well at all scales resolved by CAM-EUL. But even higher resolution is needed to capture
the observed transition from a k�3 to a k�5/3 scaling, as seen in the result for CAM-SE at
0.125�, which has large regions which match each scaling regime.

25

We are now starting to resolve some meso-scale motion (k-5/3’s transition)

! slowly starting to resolve large-scale convection (since we can resolve large-scale updrafts) but
we are certainly not resolving all kinds of convection and associated phenomena: GREY ZONE

Are the assumptions we are making in climate models developed for resolutions of O(> 100km)
still valid?

Peter Hjort Lauritzen (NCAR) Dynamics II May 30, 2012 17 / 25



CAM3SE$$physics$grid$

4%

Dynamics:%%Spectral%element%

Tracer%Advec/on:%%Spectral%
element.%%%

Physics:%%physics%columns%computed%with%cell%averaged%data.%%
Physics%can%use%a%coarser,%iden/cal,%or%finer%resolu/on%grid%

Slide	
  courtesy	
  of	
  M.	
  Taylor	
  

NE30NP4NC3	
  configura=on	
  Challenges as we move to higher resolution

Fig. 3. The kinetic energy spectra from high resolution aqua planet simulations of CAM-
SE and CAM-EUL. Left panel plots E(k) as a function of spherical wave number k. Right
panel plots E(k)k5/3 to better illustrate how the spectral matches the predicted k�3 and
k�5/3 scalings (black lines). Solid lines show the KE of �u, while the dotted lines show the
irrotational component �u�. CAM-SE at 0.25� matches the CAM-EUL T340 spectra quite
well at all scales resolved by CAM-EUL. But even higher resolution is needed to capture
the observed transition from a k�3 to a k�5/3 scaling, as seen in the result for CAM-SE at
0.125�, which has large regions which match each scaling regime.

25

We are now starting to resolve some meso-scale motion (k-5/3’s transition)

! slowly starting to resolve large-scale convection (since we can resolve large-scale updrafts) but
we are certainly not resolving all kinds of convection and associated phenomena: GREY ZONE

Are the assumptions we are making in climate models developed for resolutions of O(> 100km)
still valid?

Peter Hjort Lauritzen (NCAR) Dynamics II May 30, 2012 17 / 25

We	
  need	
  to	
  
transfer	
  data	
  
to	
  and	
  from	
  
dynamics-­‐

physics	
  grids!!!	
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NotaIon:	
  
	
  

•  NE*NE	
  elements	
  on	
  each	
  cubed-­‐sphere	
  panel	
  
•  NP*NP	
  quadrature	
  points	
  in	
  each	
  element	
  	
  

(note	
  quadrature	
  points	
  are	
  duplicated	
  on	
  the	
  element	
  boundary)	
  
•  NC*NC	
  physics	
  grid	
  columns	
  in	
  each	
  element	
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Separating physics and dynamics grids was a major 
software engineering task in CAM – affected many parts of 
the code:  
 
•  history (output) 
•  initialization/restart 
•  Some parameterizations assumed grids were collocated 
•  Initially our results were terrible: it was due to passing 

updated state from physics to dynamics rather than 
tendencies (so even if physics did nothing the 
interpolation truncation errors were “passed” to 
dynamics …) 



•  Conserva=on	
  (coupled	
  climate	
  modeling)	
  
•  Shape-­‐preserva=on	
  (in	
  par=cular,	
  no	
  nega=ves)	
  
•  Preserve	
  tracer	
  correla=ons	
  (important	
  for	
  coupling	
  with	
  chemistry)	
  
•  Consistent	
  (preserves	
  a	
  constant)	
  
•  Other?	
  Total	
  energy?	
  

	
  
Implementa=on	
  constraints/limita=ons	
  (not	
  “physical”	
  limita=ons):	
  
	
  
•  Physics-­‐grid	
  must	
  be	
  a	
  sub-­‐grid	
  of	
  the	
  element	
  

With	
  some	
  extra	
  sooware	
  engineering	
  we	
  can	
  relax	
  this	
  constraint!	
  
(example	
  applica=on:	
  mesh-­‐refinement)	
  
	
  

•  To	
  reduce	
  MPI	
  communica=on	
  no	
  halo	
  exchange	
  for	
  
physics-­‐dynamics	
  coupling	
  except	
  for	
  boundary	
  exchange	
  
at	
  end	
  of	
  interpola=on	
  
(could	
  also	
  be	
  relaxed	
  at	
  the	
  expense	
  of	
  computa=onal	
  cost)	
  

Interpolator	
 properties:	
 passing	
 state	
 to	
 physics	
 ���
and	
 returning	
 tendencies	
 to	
 dynamics	
 



 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 1  1.5  2  2.5  3  3.5  4

Element	
  boundary	
   Element	
  boundary	
  

Passing	
 state	
 (v,T,q,…)	
 to	
 physics:	
 
For	
 conservation	
 we	
 interpolate	
 dp*u,	
 dp*T,	
 dp*q	
 



 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 1  1.5  2  2.5  3  3.5  4

Passing	
 state	
 (v,T,q,…)	
 to	
 physics:	
 
For	
 conservation	
 we	
 interpolate	
 dp*u,	
 dp*T,	
 dp*q	
 

Integrate	
  con=nuous	
  basis	
  func=ons	
  in	
  each	
  
control	
  volume.	
  	
  Conserva=on	
  and	
  

consistency	
  are	
  enforced	
  via	
  a	
  least	
  squares	
  
projec=on	
  onto	
  the	
  space	
  of	
  conserva=ve	
  

and	
  consistent	
  maps	
  	
  
!!!	
  this	
  approach	
  is	
  high-­‐order!!!	
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  and	
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  (2014,	
  submi[ed)	
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•  Interpola=on	
  matrix	
  can	
  be	
  pre-­‐computed	
  (it	
  is	
  a	
  linear	
  map)!!!	
  
•  Aoer	
  applica=on	
  of	
  interpola=on	
  matrix	
  there	
  is	
  a	
  boundary	
  exchange	
  that	
  

averages	
  point	
  values	
  on	
  the	
  element	
  boundaries!	
  
•  Note:	
  fundamentally	
  different	
  than	
  finite-­‐volume-­‐type	
  remapping	
  where	
  a	
  halo	
  is	
  needed	
  	
  

for	
  the	
  reconstruc=on	
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 functions	
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Monotonicity	
  is	
  enforced	
  via	
  a	
  two-­‐step	
  procedure.	
  	
  	
  
•  instead	
  of	
  the	
  regular	
  FEM	
  basis	
  func=ons	
  we	
  use	
  a	
  set	
  of	
  monotone	
  basis	
  

func=ons	
  (ones	
  whose	
  range	
  is	
  [0,1]).	
  	
  	
  
•  This	
  would	
  be	
  sufficient	
  except	
  for	
  the	
  fact	
  that	
  the	
  least	
  squares	
  projec=on	
  onto	
  

conserva=ve/consistent	
  maps	
  could	
  produce	
  some	
  (small)	
  nega=ve	
  values	
  in	
  the	
  
mapping	
  coefficients.	
  	
  To	
  fix	
  that	
  problem	
  we	
  then	
  “linearly	
  interpolate”	
  between	
  
the	
  conserva=ve/consistent	
  map	
  and	
  the	
  simplest	
  first-­‐order	
  conserva=ve/
consistent/monotone	
  map.	
  	
  This	
  has	
  roughly	
  the	
  effect	
  of	
  “borrowing	
  mass”	
  from	
  
other	
  GLL	
  nodes	
  within	
  the	
  element.	
  

Monotone	
 linear	
 map	
 

Ullrich	
  and	
  Taylor	
  (2014,	
  submi[ed)	
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  effect	
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  “borrowing	
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  GLL	
  nodes	
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  the	
  element.	
  

Monotone	
 linear	
 map	
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  and	
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  (2014,	
  submi[ed)	
  

Poten=al	
  problem:	
  a	
  monotone	
  linear	
  map	
  that	
  does	
  
not	
  have	
  any	
  knowledge	
  of	
  the	
  GLL	
  values	
  (i.e.	
  not	
  
flow	
  dependent)	
  can	
  at	
  most	
  be	
  1st	
  order!	
  
	
  
Modifica=on	
  to	
  Ullrich-­‐Taylor	
  algorithm:	
  
	
  
Since	
  any	
  linear	
  combina=on	
  of	
  linear	
  maps	
  is	
  
conserva=ve	
  and	
  consistent	
  one	
  may	
  “op=mally”	
  
blend	
  the	
  maps	
  for	
  shape-­‐preserva=on	
  
(“FCT-­‐like	
  method”)	
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  values	
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w
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nc*nc	
  physics	
  grid	
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“FCT”	
 version	
 of	
 Ullrich-Taylor	
 algorithm	
 

Anon-­‐mono*GLL	
  =	
  PHYSnon-­‐mono	
  

Amono*GLL	
  =	
  PHYSmono	
  

[α Amono	
  +	
  (1-­‐α)	
  Anon-­‐mono	
  GLL]	
  =	
  PHYSmono	
  
	
  
where	
  	
  α	
  =	
  (max(GLL)-­‐PHYSnon-­‐mono)/(PHYSmono	
  -­‐	
  PHYSnon-­‐mono)	
  or	
  	
  
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  α	
  =	
  (min(GLL)-­‐PHYSnon-­‐mono)/(PHYSmono	
  -­‐	
  PHYSnon-­‐mono)	
  	
  



Dynamics	
  to	
  physics	
  grid	
  mapping	
  

ProperIes	
  we	
  are	
  looking	
  for:	
  Preserve	
  smooth	
  fields	
  and	
  at	
  the	
  same	
  Ime	
  not	
  generate	
  	
  
new	
  extrema	
  for	
  rough	
  distribuIons	
  (and	
  be	
  mass-­‐conservaIve	
  and	
  consistent)	
  



Smooth	
  field	
  (“spherical	
  harmonic”)	
  

1st	
  order	
  monotone	
  map	
  (not	
  flow	
  dependent):	
  see	
  grid	
  

NE5NP4	
  to	
  NC3	
  (6	
  degrees	
  global	
  resolu=on)	
  

CAM3SE/CSLAM$$physics$grid$

5%

Dynamics:%%Spectral%element%

Tracer%Advec/on:%%CSLAM%
Conserva/ve,%SemiTLagrange,%
mul/Ttracer%efficient%algorithm%
using%cell%averaged%data%

Physics:%%cell%averaged%data.%%



Smooth	
  field	
  (“spherical	
  harmonic”)	
  

Op=mally	
  blend	
  conserva=ve	
  and	
  monotone	
  map	
  

NE5NP4	
  to	
  NC3	
  (6	
  degrees	
  global	
  resolu=on)	
  



Rough	
  field	
  (“slo[ed	
  cylinder”)	
  

Op=mally	
  blend	
  conserva=ve	
  and	
  monotone	
  map	
  

NE5NP4	
  to	
  NC3	
  (6	
  degrees	
  global	
  resolu=on)	
  



Rough	
  field	
  (“slo[ed	
  cylinder”)	
  

Non-­‐monotone	
  conserva=ve	
  

NE5NP4	
  to	
  NC3	
  (6	
  degrees	
  global	
  resolu=on)	
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Passing	
 tendencies	
 (fv,fT,fq,…)	
 to	
 dynamics:	
 
Use	
 a	
 1st-order,	
 shape-preserving,	
 conservative	
 linear	
 map	
 



CAM4	
  forcing:	
  Aqua-­‐planet	
  
Atmospheric	
  model	
  with	
  complete	
  parameteriza=on	
  suite	
  
Idealized	
  surface:	
  no	
  land	
  (or	
  mountains),	
  no	
  sea	
  ice	
  
specified	
  global	
  sea	
  surface	
  temperatures	
  everywhere	
  
	
  =>	
  Free	
  moIons,	
  no	
  forced	
  component	
  

Why	
  CAM4?	
  More	
  resolu=on	
  sensi=vity	
  than	
  CAM5	
  (and	
  it	
  is	
  cheaper!)	
  



ConfiguraIons	
  

NE30NP4NC2	
   NE30NP4NC3	
   NE30NP4NC4	
  

Efficiency	
  measures	
  in	
  SYPD	
  (=	
  simulated	
  years	
  per	
  day)	
  on	
  2096	
  processors	
  with	
  I/O.	
  
	
  
Data	
  mapped	
  to	
  3o	
  lat-­‐lon	
  grid	
  for	
  analysis	
  
	
  
Length	
  of	
  simula=ons:	
  30	
  months	
  
	
  

4.154	
  SYPD	
  	
   	
  4.281	
  SYPD	
  

NE30NP4	
  

4.913	
  SYPD	
  



Min/max	
  moisture	
  forcing	
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Note	
  that	
  physics	
  grid	
  averages/moves	
  fields	
  
away	
  from	
  boundary	
  of	
  element	
  where	
  the	
  

solu=on	
  is	
  least	
  smooth	
  
(in	
  element	
  interior	
  the	
  polynomials	
  are	
  C∞)	
  	
  



Topography	
  smoothing	
  in	
  CAM	
  

Lauritzen	
  et	
  al.,	
  (2014),	
  in	
  prep:	
  NCAR	
  Global	
  Model	
  Topography	
  Genera5on	
  So7ware	
  for	
  Unstructured	
  Grids	
  	
  

2 Lauritzen et al.: topo

Figure 1. Log/log plot of spectral energy versus wavenumber (k)
for the ‘raw’ 1km USGS data (GTOPO30), different levels of
smoothing for 100km CAM-SE topography, and CAM-FV. Labels
‘04x’, ‘08x’, ’16x’ and ‘32x’ CAM-SE, refer to different levels of
smoothing, more precisely, four, eight, sixteen and thirtytwo appli-
cations of a ‘Laplacian’ smoothing operator in CAM-SE, respec-
tively. Label ‘CAM-FV’ refers to the topography used in CAM-FV
at 0.9�⇥1.25� resolution. ‘0x’ CAM-SE is the unsmoothed topog-
raphy on an approximately 1� grid CAM-SE grid. Note that the blue
(4x, CAM-SE) and brown (CAM-FV) lines are overlaying. Solid
straight line shows the k�2 slope. The associated surface elevations
are shown on Figure 2.

geopotential gradient and one that is proportional to the pres-
sure gradient. These terms are of similar magnitude but op-
posite sign. For a perfectly balanced flow these terms should
exactly cancel. Failure to preserve this balance can produce65

large spurious vertical velocities. This problem, referred to
as the PGF error/problem, has significant implications for
global atmospheric modeling, with efforts to tackle this prob-
lem stretching back as far as the late 1970s (Janjic, 1977;
Mihailović and Janjić, 1986). As global models reach finer70

spatial scales, the pressure gradient problem leads to an in-
creasingly polluted dynamical solution near steep topogra-
phy since an increase in horizontal resolution, in general,
steepen slopes.

When performing a spectral analysis of the raw elevation75

data (black line in Figure 1), it is clear that Earth’s topogra-

Figure 2. Surface elevation in kilometers for a cross section along
latitude 30�S (through Andes mountain range) for different repre-
sentations of surface elevation. The labeling is the same as in Figure
1.

phy decreases quite slowly with increasing wave number (see
also Balmino, 1993; Uhrner, 2001; Gagnon et al., 2006).
Consequently, there will always be a non-negligible spec-
tral component of topography present near the grid scale at80

current and any foreseeable model resolution. It is common
practice not to force the highest wave numbers directly in
the model to alleviate obvious spurious noise (e.g. Navarra
et al., 1994; Lander and Hoskins, 1997). Hence the raw topo-
graphic data is filtered to remove the highest wave numbers.85

There seem to be no standardized procedure, for example a
test case suite, to objectively select the level of smoothing
and filtering method.

While it is necessary to smooth topography to remove spu-
rious grid-scale noise, it introduces two problems. Filtering90

will typically raise ocean points near step topography to non-
zero elevation. Perhaps the most striking example is the An-
des mountain range that extends one or two grid cells into the
Pacific after the filtering operation (Figure 2). Ocean and land
points are treated separately in weather/climate models so95

raised sea-points may potentially be problematic. Secondly,
the filtering will generally reduce the height of local topo-
graphic maxima and given the importance of barrier heights
in atmospheric dynamics, this could be a problem for the
global angular momentum budget and could fundamentally100

change the flow.
Probably the most common method, referred to as conven-

tional smoothing in this paper, is to apply a 1-2-1 or similar
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smoothing, more precisely, four, eight, sixteen and thirtytwo appli-
cations of a ‘Laplacian’ smoothing operator in CAM-SE, respec-
tively. Label ‘CAM-FV’ refers to the topography used in CAM-FV
at 0.9�⇥1.25� resolution. ‘0x’ CAM-SE is the unsmoothed topog-
raphy on an approximately 1� grid CAM-SE grid. Note that the blue
(4x, CAM-SE) and brown (CAM-FV) lines are overlaying. Solid
straight line shows the k�2 slope. The associated surface elevations
are shown on Figure 2.

geopotential gradient and one that is proportional to the pres-
sure gradient. These terms are of similar magnitude but op-
posite sign. For a perfectly balanced flow these terms should
exactly cancel. Failure to preserve this balance can produce65

large spurious vertical velocities. This problem, referred to
as the PGF error/problem, has significant implications for
global atmospheric modeling, with efforts to tackle this prob-
lem stretching back as far as the late 1970s (Janjic, 1977;
Mihailović and Janjić, 1986). As global models reach finer70

spatial scales, the pressure gradient problem leads to an in-
creasingly polluted dynamical solution near steep topogra-
phy since an increase in horizontal resolution, in general,
steepen slopes.

When performing a spectral analysis of the raw elevation75

data (black line in Figure 1), it is clear that Earth’s topogra-

Figure 2. Surface elevation in kilometers for a cross section along
latitude 30�S (through Andes mountain range) for different repre-
sentations of surface elevation. The labeling is the same as in Figure
1.

phy decreases quite slowly with increasing wave number (see
also Balmino, 1993; Uhrner, 2001; Gagnon et al., 2006).
Consequently, there will always be a non-negligible spec-
tral component of topography present near the grid scale at80

current and any foreseeable model resolution. It is common
practice not to force the highest wave numbers directly in
the model to alleviate obvious spurious noise (e.g. Navarra
et al., 1994; Lander and Hoskins, 1997). Hence the raw topo-
graphic data is filtered to remove the highest wave numbers.85

There seem to be no standardized procedure, for example a
test case suite, to objectively select the level of smoothing
and filtering method.

While it is necessary to smooth topography to remove spu-
rious grid-scale noise, it introduces two problems. Filtering90

will typically raise ocean points near step topography to non-
zero elevation. Perhaps the most striking example is the An-
des mountain range that extends one or two grid cells into the
Pacific after the filtering operation (Figure 2). Ocean and land
points are treated separately in weather/climate models so95

raised sea-points may potentially be problematic. Secondly,
the filtering will generally reduce the height of local topo-
graphic maxima and given the importance of barrier heights
in atmospheric dynamics, this could be a problem for the
global angular momentum budget and could fundamentally100

change the flow.
Probably the most common method, referred to as conven-

tional smoothing in this paper, is to apply a 1-2-1 or similar
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Figure 6. Diagnostics for 30 year AMIP simulations with CAM5.2. Upper, middle and lower group of plots are model level 16 vertical
velocity, total precipitation rate and mean sea level pressure differences, respectively, Except for the two right-most plots on the second
row of each group of plots, the diagnostics are for CAM-SE with different amounts of smoothing of �s and different levels of divergence
damping. The amount of smoothing follows the same notation as Fig. 2 (right) and 1.0xdiv, 2.5xdiv, 5.0xdiv refers to increasing divergence
damping by a factor 1,0, 2.5, and 5.0, respectively. The second right-most plot on each group of plots (labeled FV) show results for CAM-FV.
Lower right plot in the second and third group of plots show TRMM observations and NCEP reanalysis data, respectively.
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velocity, total precipitation rate and mean sea level pressure differences, respectively, Except for the two right-most plots on the second
row of each group of plots, the diagnostics are for CAM-SE with different amounts of smoothing of �s and different levels of divergence
damping. The amount of smoothing follows the same notation as Fig. 2 (right) and 1.0xdiv, 2.5xdiv, 5.0xdiv refers to increasing divergence
damping by a factor 1,0, 2.5, and 5.0, respectively. The second right-most plot on each group of plots (labeled FV) show results for CAM-FV.
Lower right plot in the second and third group of plots show TRMM observations and NCEP reanalysis data, respectively.
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Figure 7. (left) Total kinetic energy spectrum for the velocity field at 200hPa as a function of spherical wavenumber k for CAM-FV and
different configurations of CAM-SE. The labeling for the CAM-SE configurations is the same as in Figure 6. The solid-straight black line
indicates the k�3 reference slope (Nastrom and Gage, 1985). The middle and right plots show the kinetic energy partitioned into divergent
and rotational modes, respectively. The spectra have been computed using daily instantaneous wind and surface pressure data for a 2 month
period.
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Go	
  a	
  step	
  beyond	
  inert	
  transport	
  tes=ng,	
  that	
  is,	
  add	
  
non-­‐linear	
  forcing	
  to	
  idealized	
  flow	
  problem!	
  	
  
	
  
At	
  the	
  same	
  =me	
  keep	
  things	
  simple	
  enough	
  to	
  be	
  able	
  
determine/understand	
  	
  cause	
  and	
  effect	
  
	
  
An	
  op=on:	
  simplified	
  chemical	
  reac=ons	
  	
  
(right-­‐hand	
  side	
  is	
  products	
  of	
  mixing	
  ra=os)	
  	
  



“Inspira=on”:	
  	
  
Photolysis	
  driven	
  chemistry	
  

Future directions

How much ‘real mixing’ is appropriate for climate applications? How much
‘unmixing’ can we tolerate?

Add ‘toy’ chemistry to new idealized test case: Two tracers that react with each
other but should always add up to a constant

Emulate, e.g., Br: Strong diurnal cycle (produced by photolysis)

- test development in progress (collaboration with NCAR-ACD)

transport 3 or more tracers that add up to a constant with idealized wind field
(when advected individually the sum will not match the constant)

Peter Hjort Lauritzen (NCAR) Tracer Transport October 19, 2010 28 / 29
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have been developed in the context of convective boundary
layers (e.g., Kristensen et al., 2010).

The test we develop in this paper extends the Nair and70

Lauritzen (2010) test to two reactive species, adding one ex-
tra level of complexity while retaining the simplicity of an-
alytic prescribed flow and known analytic solution. The in-
spiration for the idealized chemical reactions is photolysis-
driven chemistry in which sunlight strongly influences the75

production and loss processes, creating very steep gradi-
ents in the individual tracer distributions near the terminator
boundary (as observed for chlorine species and bromine in
the stratosphere; see, e.g., Anderson et al., 1991; Salawitch
et al., 2009; Brasseur and Solomon, 2005). Hence these re-80

action coefficients lead to strong gradients coinciding with
a ‘terminator-like’ line. Another inspiration for this test is
that the atomic concentration is conserved for each air par-
cel, while the molecular species react non-linearly with each
other, e.g., total organic and inorganic chlorine in the strato-85

sphere. So by choosing the initial condition for two tracers so
that the atomic concentration is a constant throughout the do-
main then the atomic concentration should remain constant in
space and time (as long as the chemistry exactly conserved
the total chlorine). This concept is used in this test case so90

that an analytic solution for the atomic concentration is read-
ily available irrespective of the complexity of the flow and
non-linearity of the chemical reactions.

The paper is organized as follows. In section 2 the ide-
alized chemistry, referred to as ‘toy chemistry’, is defined.95

An analysis in terms of steady-state solutions is presented.
The transport operator is discussed in the context of lin-
ear tracer correlations in section 3. The combination of the
‘toy’ chemistry forcing with advection prescribed by the
Nair and Lauritzen (2010) wind field (see Appendix A) de-100

fines the terminator test. The discrete terminator test is de-
fined in section 4 which includes a description of physics-
dynamics coupling methods in the Community Atmosphere
Model (CAM). Section 5 shows example solutions from the
CAM Finite-Volume dynamical core (CAM-FV; Lin, 2004)105

and the CAM Spectral Elements dynamical core (CAM-SE;
Dennis et al., 2012). In particular, the terminator test exac-
erbates errors associated with the preservation of linear rela-
tions and limiters as well as highlights differences in physics-
dynamics coupling approaches. The summary and conclu-110

sions are in section 6.

2 Toy chemistry

The non-linear ‘toy’ chemistry equations for Cl2 and Cl are

Cl2
k1! 2Cl, (1)

Cl+Cl

k2! Cl2, (2)115

where k1 and k2 are the rates of production of Cl and Cl2.
The reactions are designed to conserve the total number of

chlorine atoms

Cly(= Cl+2Cl2). (3)120

The kinetic equations corresponding to the above system
(equations (2) and (1)) are given by

DCl

Dt

= 2k1Cl2 � 2k2ClCl, (4)

DCl2

Dt

=�k1Cl2 + k2ClCl, (5)
125

where D/Dt is the material (or total) derivative D/Dt=

@/@t+v ·r and v is the wind vector. It is easily verified
that the weighted sum of Cl and Cl2 is conserved along char-
acteristics of the flow
DCly

Dt

=

D

Dt

[Cl+ 2Cl2] = 0. (6)130

If the initial condition for Cly is constant (as we assume
here), Cly is not a function of time and is equal to its initial
value.

Cly =Cl(t)+ 2Cl2(t),

=Cl(0)+ 2Cl2(0), (7)135

and hence,

Cl2(t) =
1

2

(Cly �Cl(t)) . (8)

The reaction coefficients are chosen so that k1 is a
terminator-‘like’ reaction coefficient mimicking the localiza-140

tion of photolysis (see Figure 1) and the other reaction coef-
ficient k2 is constant

k1(�,✓) = max[0,sin✓ sin✓c +cos✓ cos✓c cos(���c)] ,

(9)

k2(�,✓) = 1, (10)
145

where � and ✓ are longitude and latitude, respectively, and
(�c,✓c) are chosen as (20�N,300

�
E) to align with the flow

field. These reaction rates will produce very steep gradients
in the chlorine species near the terminator. This setup is of
direct application to the real atmosphere as the total chlorine150

in the stratosphere is conserved, while photolysis and chem-
ical reactions partition the various components and lead to
narrow gradients across the terminator.

2.1 Analytic solution for no flow

To gain more insight into the toy chemistry (and to formulate155

‘spun-up’ initial conditions), it is useful to consider the spe-
cial case of no flow. For v = 0 the prognostic equations for
Cl and Cl2 (equations (4) and (5), respectively) can be solved
analytically. Assume the reaction rates are positive (and non-
zero for k2),160

k1 � 0, (11)
k2 > 0 (12)
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Figure 1. Contour plot of the terminator-‘like’ reaction coefficient
k1(�,✓) where � and ✓ are longitude and latitude, respectively.

and the mixing ratios are non-negative,

Cl(0)� 0, (13)165

Cl2(0)� 0. (14)

From the kinetic equations (4) and (5) above, as well as the
conservation equation (3) we can write

dCl

dt

= k1(Cly �Cl)� 2k2ClCl. (15)170

Completing the square on the right-hand side leads to the
expression

dCl

dt

=�2k2

⇥
(Cl+ r)

2 �D

2
⇤
, (16)

The right-hand side can be factored, and the following partial
fraction expansion can be constructed:175

dCl

(Cl+ r)�D

� dCl

(Cl+ r)+D

=�4Dk2dt (17)

Integration of each of these terms from time t= 0 to t, yields
the expression

ln

✓
(Cl(t)+ r�D)(Cl(0)+ r+D)

(Cl(t)+ r+D)(Cl(0)+ r�D)

◆
=�4Dk2t, (18)

leading to the solutions (19). The analytic solution for Cl(t)180

is

Cl(t) =

(
D

⇣
(Cl(0)+r)(1+E(t))+D(1�E(t))
(Cl(0)+r)(1�E(t))+D(1+E(t))

⌘
� r if r > 0,

Cl(0)
1+2k2tCl(0) if r = 0.

(19)

185

Cl2(t) =
1

2

(Cly �Cl(t)) , (20)

where

r =

k1

4k2
, (21)

D =

q
r

2
+2rCly, (22)

E(t) = e

�4k2Dt
. (23)190

For long times, Cl(t) and Cl2(t) converge to the steady state
solutions,

lim

t!1
Cl(t) =D� r, (24)

lim

t!1
Cl2(t) =

1

2

(Cly �D+ r) , (25)195

and are shown on Figure 2. The steady state solutions are
specified as initial conditions for the terminator test case. For
a stability analysis of the terminator ‘toy’ chemistry see Ap-
pendix B.200

3 Transport operator and correlations

Let T be the discrete transport operator that advances, in
time, the numerical solution to the passive and inert conti-
nuity equation for species Cl and Cl2

D�

Dt

= 0, �=Cl,Cl2, (26)205

at grid point or grid cell k:

�

n+1
k = �

n
k +�ttracer T (�

n
j ), j 2H, �=Cl,Cl2 (27)

where n is the time-level index, �ttracer time-step for the
transport operator, and H is the set of indices defining the
stencil required by T to update �

n
k . Note that the trans-210

port operator may not solve the prognostic equation for �

in advective form as used in (4) and (5). For example, it is
common practice for finite-volume schemes to base the dis-
cretization on a flux-form formulation of the continuity equa-
tion (here written without forcing terms)215

@(⇢�)

@t

=�r · (v⇢�) , (28)
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8 Lauritzen et al.: Terminator test

Figure 5. Cross sections of day 1 (left column) Cl, (middle column) 2⇥Cl2, and (right column) Cly at 45�S based on CAM-SE with (top
row) no limiter, (middle row) positive definite limiter, (lower row) and default limiter, respectively. Results are normalized by 4⇥ 10�6 (the
initial value of Cly).

5.5 Quantification of Cly errors

To quantify the errors introduced in the terminator test,
we suggest to compute standard error norms for Cly . The515

global normalized error norms used are `2(t) and `1(t) (e.g.,
Williamson et al., 1992):

`2(t) =

s
I[(Cly(t)�Cly(0))

2
]

I[(Cly(0))
2
]

, (31)

`1 =

max8�,✓ |Cly(t)�Cly(0)|
max8�,✓ |Cly(0)| , (32)

where Cly(0) = 4⇥10

�6 is the globally-uniform initial con-520

dition and the global integral I is defined as follows,

I(�) =

1

4⇡

2⇡Z

0

⇡/2Z

�⇡/2

�(�,✓, t) cos✓d�d✓. (33)

As a reference we show the time-evolution of `2(t) and `1(t)

for CAM-FV and CAM-SE on Figure 7.

6 Conclusions525

A simple idealized ‘toy’ chemistry test case is proposed. It
consists of advecting two reactive species (Cl and Cl2) in
the Nair and Lauritzen (2010) flow field. The simplified non-
linear chemistry creates strong gradients in the species sim-
ilar to what is observed for photolysis driven species in the530

stratosphere. The forcing terms for the continuity equations
for Cl and Cl2 are computed analytically over one time-step
(assuming no advection) and Fortran codes for computing the
forcing terms are provided as supplemental material. Hence,
model developers who have already setup the standard test535

case suite of Lauritzen et al. (2012) can with modest efforts
setup the terminator test by adding the forcing terms to their
codes. As the test case of Nair and Lauritzen (2010) this
forced advection problem has an analytic solution.

The ‘toy’ chemistry by design does not disrupt pre-540

existing linear relations between the species. So the only
source of error is from the transport scheme and/or the
physics-dynamics coupling. The terminator test is setup so
that Cly is a constant so any deviation from constancy is
an error in preserving linear correlations. Many transport545

Testing	
 limiters	
 (with	
 CAM-SE)	
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Figure 3. Contour plots of Cly for (left column) CAM-FV and for (right column) CAM-SE in ftype= 0 configuration at day 1 (upper row)
and day 6 (lower row), respectively. Solid black line is the location of the terminator line. Note that the contour levels are not linear.

Figure 4. Contour plot of Cly at day 1 using CAM-SE in ftype= 1
configuration where (upper) no limiter, (middle) positive definite
limiter, and the default CAM-SE limiter is applied, respectively. The
solid black line depicts the location of the terminator line. Note that
the contour levels are not linear.

5.4 CAM-SE: Physics-dynamics coupling experiments

As explained in section 4 the dynamics (tracer transport)470

and physical parameterizations (terminator chemistry) can be
coupled in various ways. Here we discuss results based on
two coupling methods available in CAM-SE referred to as
ftype= 1 and ftype= 0. In ftype= 1 the tendencies from
physics are added to the atmospheric state at the beginning of475

dynamics. For ftype= 0 the tendencies are split into nsplit

equal-sized adjustments. On Figure 6 the total Chlorine Cly
is shown using the ftype= 1 configuration, ftype= 0 using
nsplit= 2 and nsplit= 6, respectively. In all experiments
the tracer time-step is held fixed so in the latter two configu-480

rations rsplit= 3 and rsplit= 1, respectively.
Near the western edge of the terminator (located at approx-

imately 130�W on Figure 5) where the gradients are steep-
est, the errors in Cly are largest for ftype= 1 . The physics
adjustments that steepen the gradients are largest at the west-485

ern edge and consequently produces states that challenges
the limiters more. When the physics tendency is added grad-
ually throughout the tracer transport the errors are reduced as
nsplit is increased.

At the eastern edge of the terminator (located at approxi-490

mately 30�E on Figure 5) the gradients are less steep com-
pared to the western edge. In fact, the location of the gradient
near the eastern edge propagates (see animation in supple-
mental material) whereas the gradients at the western edge
of the terminator are static in space. The physics tendencies495

in this area are not stationary in space and are weaker so the
transport signal is larger. This means that for any given point
in the eastern area, the state used for computing the physics
tendencies changes during the tracer subcycling. As a result
the gradients will have propagated during the transport step500

but the physics tendencies will steepen gradients in the ‘old’
location. This ‘inconsistency’ is present with ftype= 0. For
ftype= 1 the physics update is based on the ‘correct’ in
time state. The temporal inconsistency in the state used for
computing physics tendencies for ftype= 0 produces an in-505

crease in errors near the eastern edge of the terminator com-
pared to ftype= 1.

Physical parameterization packages may contain code that
sets negative mixing ratios to zero. Or similarly there may be
code that prevent tendencies to be added to the state if it is510

zero or negative. The terminator test may be a useful tool to
diagnose such alternations in large complicated codes.
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4 Discrete terminator test

Coupling the chemistry parameterization with advection290

can be done in many ways. A common approach in
weather/climate modeling is to update the species evolution
in time incrementally by first updating the mixing ratios with
respect to sub-grid-scale forcings (referred to as physics)
and then apply the transport operator based on the physics-295

updated state (or in reverse order). Since the computation
of the sub-grid-scale tendencies in full models is computa-
tionally costly, the dynamical core (in this case the transport
scheme) is usually subcycled with respect to physics.

Algorithm 1 Pseudo-code explaining the different levels of
subcycling and physics-dynamics coupling used in CAM-
SE.

Outer loop advances solution �t in time:
for t= 1,2, . . . do

Compute physics tendencies Fi, i=Cl,Cl2
for ns= 1,2, . . . ,nsplit do

Update state with chemistry/physics tendencies:
Ci = Ci + �t

nsplit Fi, i=Cl,Cl2
for rs= 1,2, . . . , rsplit do

subcycling of tracer advection:
Ci = Ci + �t

nsplit⇥rsplit T (Ci), i=Cl,Cl2
end for

end for
end for

The different levels of subcycling used in CAM-SE are300

explained via pseudo-code in algorithm 1 using CAM-SE
namelist conventions: nsplit and rsplit. The outer time-
stepping loop starts with a call to physics that computes the
physics tendencies over the entire physics time-step �t. The
full physics tendencies are divided into nsplit adjustments305

of equal size and in each iteration of the nsplit loop the ad-
justments are added to the state. The tracer transport scheme
may not be stable on the physics time-step (�t) or the ad-
justment time-step (�t/nsplit) so it must be subcycled with
respect to the physics adjustments. The number of iterations310

of the tracer transport subcycling loop is rsplit. Note that
since the nsplit and rsplit loops are nested the tracer time-
step is �ttracer =�t/(nsplit⇥ rsplit).

We distinguish between the nsplit= 1 and nsplit > 1

configurations and refer to them as ftype= 1 and ftype=315

0, respectively, based on CAM-SE namelist terminology
(ftype refers to forcing type)2. CAM-FV uses a ftype= 1

configuration (with the caveat the physics tendencies are
added after the transport is complete) and CAM-SE supports

2when running the 3D CAM-SE dynamical core nsplit defines
the vertical remapping time-step; if ftype= 0 then nsplit also de-
fines the adjustment time-step whereas if ftype= 1 then nsplit
only defines the remapping time-step as the full adjustments are
added at the beginning of dynamics only

both ftype= 0 and ftype= 1. The current default CAM-SE320

uses ftype= 0.
If the physics time-step is large the ftype= 1 coupling

method may produce large physics tendencies that drive the
state much out of balance. When the dynamical core is given
the physics updated state that is strongly (and locally) out of325

balance, the dynamical core may produce excessive gravity
waves. To alleviate this one may chose to update the state
with respect to physics tendencies throughout the tracer sub-
cycling. This approach of adding the physics tendencies as
several equal-sized adjustments is the ftype= 0 configura-330

tion.
It is, of course, up to the model developer to choose which

coupling method is used. To facilitate comparison the model
developer is encouraged to use the analytically computed
forcing terms FCl and FCl2 given in Appendix C, and to use335

a physics time-step of �t= 1800s. The initial conditions are
given by the steady state asymptotic solutions (24) and (25)
with a mixing ratio of Cly = 4⇥ 10

�6 (Fortran code for the
initial conditions is given in Appendix D and in the supple-
mental material).340

For simplicity the velocity field for the transport operator
T is prescribed. We use the deformational flow of Nair and
Lauritzen (Case-2; 2010) that was also used in the standard
test case suite of Lauritzen et al. (2012, 2014). For complete-
ness the components of the non-divergent velocity vector345

V(�,✓, t) and the stream function are repeated in Appendix
A. The test is run for 12 days (or 5 non-dimensional time-
units) exactly as prescribed in Nair and Lauritzen (2010).
Note that the test case methodology can be applied in any
velocity field including a full 3D dynamical core.350

5 Results

It is the purpose of this section to show exploratory termina-
tor test results. An in-depth analysis of why the limiters do
not preserve linear relations (and the derivation of possible
remedies) is up to the scheme developers.355

5.1 Model setup

Terminator test results are shown for two dynamical cores
(transport schemes) available in the CAM: CAM-FV (Lin,
2004) and CAM-SE (Dennis et al., 2012) that are docu-
mented within the framework of CAM in Neale et al. (2010).360

The transport scheme in CAM-FV is the widely used finite-
volume scheme of Lin and Rood (1996). CAM-SE performs
tracer transport using the spectral element method based on
degree three polynomials. Further details on CAM-SE are
given in Appendix E.365

As discussed in detail in Nair and Lauritzen (2010) and
briefly in Section 3, care must be taken in the handling of
tracer mixing ratio and tracer mass coupling for schemes that
prognose tracer mass. In general the transport scheme will
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Figure 6. Contour plots of Cly at day 1 using CAM-SE based
on (upper) ftype= 1, (middle) ftype= 0 and nsplit= 3, and
(lower) ftype= 0 and nsplit= 6, respectively. In all simulations
the tracer time-step is constant �ttracer = 300s.

schemes preserve linear relations when no shape-preserving
limiter/filter is applied and are therefore not challenged with
respect to conserving Cly . However, many shape-preserving
limiters/filters render the transport scheme non-conserving
with respect to Cly . While preservation of linear correlations550

can indeed be verified in inert advection setup, the termina-
tor chemistry exacerbates the problem through the constant
forcing that creates very steep gradients. It is demonstrated
in this paper that the terminator test is useful for challenging
the limiters with strong grid-scale forcing. In particular, it is555

shown that positive definite limiters severely disrupt linear
correlations near the terminator.

Another application is to use the terminator test for assess-
ing the accuracy of physics-dynamics coupling methods in
an idealized setup. It is shown that different coupling meth-560

ods (such as those available in CAM-SE) lead to different
distributions of Cly . Also, physics-dynamics coupling layer
or the physical parameterization package may contain code
that sets negative mixing ratios to zero and/or contain if-
statements that prevent tendencies to be added to the state565

if it is zero or negative. The terminator test may be a useful
tool to diagnose such alternations in large complicated codes.

The terminator test is easily accessible to advection
scheme developers from an implementation perspective since
the software engineering associated with extensive parame-570

Figure 7. Time-evolution of standard error norms `2 and `1 for Cly
using CAM-FV and CAM-SE dynamical cores. Note that the y-axis
is logarithmic.

terization packages is avoided. The test forces the model de-
veloper to consider how their scheme is coupled to sub-grid
scale parameterizations and, if solving the continuity equa-
tion in flux-form, forces the developer to consider tracer-
mass coupling. Also, the idealized forcing proposed here575

has an analytic formulation and the continuous set of forced
transport equations have, contrary to the Brusselator forcing,
an analytic solution for the weighted sum of the correlated
species irrespective of the flow field.

We encourage dynamical core developers to implement580

the toy chemistry in their test suite as it has the potential to
identify tracer transport issues that standard tests (with unre-
active/inert tracers) would not generate.
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