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NCAR CAM (Community atmosphere Model) supports a wide range of global
climate model applications:

e Paleo-climate: millennia long simulations, dx ~300km

* Climate change: decade to century long simulations, dx ~100km
* Cutting edge resolutions: dx ~25km and finer

Model must be robust and accurate in a wide resolution range!
Throughput required to do science:

* Climate change: > 5 years of simulated years per day (SYPD)

 Paleo: >40SYPD
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The atmospheric spectrum of horizontal kinetic energy (right Figure):
- slope very close to k*-3 on large scales and k*-5/3 on small scales, where k wavenumber,
- with a gradual transition between the two at scales of a few 100 km

The dashed line in left Figure is consistent with this observed spectrum, re-expressed in terms
of length and time scales. The dynamically important phenomena mentioned above are those
that dominate the atmospheric energy spectrum, and all lie close to this dashed line.

Thuburn (2011)

-

BRNCAR Earth System Laboratory




few hundred m few thousand km
mm scale tens of km Earth’s radius
108 T I I I
B Meridional circulation Seasonal
Molecular M
. ; onsoons Monthly
6 diffusion . p
10% - lanetary waves
~— Cyc|ones - - BlWeekly
n S
N—’ | i
. -
o ~
O
% 104 | Fronts ... -| Hourly
n Tﬂur(der orms .
o g .- Gravity waves
- Large“cumulus . -
€ - .
— Smell cumulus
102 -/ ... _| Minutes
Boundary layer turbulence e
.- Internal acoustic waves-
100 ) | ) | | C | Seconds
1072 10° 102 10* 10° 108

Horizontal scale (m)

E(k) (m3/s2)

Wavelength (km)

3 2 1 0
108 Lo 1|(|)||||| L 1|(|)||||| L 1|cl)||||| L 19-
N e o x Nastrom and Gage (1985)
\ Lindborg (1999), eqn 71
106
10
10?
100 i1 2 11l L1 2201l L1 110l L0 1 11111
10 10 10 107 102

Wavenumber (radians m-1)

Shaded area: typical resolved space-time scales in “work horse” global climate models

Red line: approximate resolved space-time scales in next generation high resolution models

=> we are starting to resolve “weather” phenomena (moving into meso-scales ...)
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CAM high resolution total kinetic energy spectra (aqua-planet configuration, CAM4 physics)
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Note: Some of the first global models to simulate k*-5/3’s transition: Takahashi et al. (2006); Hamilton et al. (2008)

F TR 54 » o EEEEP =g-ul===!
£ ' oBEEET % .imm:

~

BNCAR Earth System Laboratory




CAM high resolution total kinetic energy spectra (aqua-plar ~hysics)

CLIMATOLOGY :
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Note: Some of the first global models to simulate kA-5/3’s transition: Takahashi et al. (2006); Hamilton et al. (2008)
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We are moving into a new regime:

* Efficiency requirements:

- Scalability: models need to be highly scalable to have high enough
through-put to do science

- Complexity of parameterizations is increasing:
=> more prognostic tracers
(aerosols, chemical species, prognostic hydrometeors, ...)

* Traditional treatment of water in global models may no longer be

accurate
(and we may not be able to “copy” weather models directly)

* Moist physics (some assumptions could be breaking down ...)
(not discussed in this talk — see Tribbia talk)
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Outline

The development of CAM-SE-CSLAM
(Spectral Element dynamical core with accelerated tracer transport using
Conservative Semi-Lagrangian Multi-tracer scheme):

- CAM-SE
- CSLAM
- Physics grid in CAM-SE

Global climate models becoming like weather models but with conservation
- constraints:

Mass conservation
Axial angular momentum conservation
Total energy conservation




Computers: clock speed for 1 CPU

Clock Frequency
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*  Clock speed stopped doubling at the same rate as transistors (Moore's law) around 2005.
*  Clock speed has stagnated around 3.4 GHz! “THE ERA OF FREE LUNCH IS OVER”!

Source: ISSCC 2012 trend report Shttp://isscc.org/doc/2012/2012_Trends.pdf



Computers: massively parallel

NCAR Yellowstone Computer
8! Batch Computation

4,662 1BM dx360 M4 nodes — 16
cores, 32 GB memory per node
Intel Sandy Bridge EP processors with
AVX — 2.6 GHz clock
74,592 cores total — 1.552 PFLOPs
peak
149.2 TB total DDR3-1600 memory
29.8 Bluefire equivalents

Mellanox FDR InfiniBand full fat-tree
13.6 GB/s bidirectional bw/node
<2.5 ps latency (worst case)

31.7 TB/s bisection bandwidth




CAM performance at dx~25km

CESM1 F1850, ATM component, BGP
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CAM performance at dx~25km

CESM1 F1850, ATM component, BGP
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CAM performance at dx~25km

CESM1 F1850, ATM component, BGP
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Moving to quasi-isotrop

Voronoi

regular latitude-longitude
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NCAR dynamical cores that support
static mesh-refinement: CAM-SE and MPAS




CAM performance at dx~25km

CESM1 F1850, ATM component, BGP
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CAM-SE uses a continuous Galerkin finite element method (Taylor et al., 1997) referred to as

Spectral Elements (SE):
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+ Physical Domain Computational Domain GLL Quadrature Grid

Figures from Nair et al. (2011)

@ Physical domain: Tile the sphere with quadrilaterals using the gnomonic cubed-sphere
projection

= o Computational domain: Mapped local Cartesian domain

o Each element operates with a Gauss-Lobatto-Legendre (GLL) quadrature grid

Gaussian quadrature using the GLL grid will integrate a polynomial of degree 2N — 1 exactly, where N is degree of polynomial

o Elementwise the solution is projected onto a tensor product of 1D Legendre basis functions
by multiplying the equations of motion by test functions; weak Galerkin formation

— all derivatives inside each element can be computed analytically!
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CAM-SE dynamical core properties

» Discretization preserves adjoint properties of divergence, gradient and curl (mimetic).
* Machine precision mass-conservation (at the element level)
e Conserves moist energy (in CAM5.2; no longer the case in CAMS5.3 but it can be fixed)
e Option to run with Eulerian finite-difference discretization (CAM5.2) in the vertical
and floating Lagrangian vertical coordinates (CAM5.3)
* Supports static mesh-refinement (and retains formal order of accuracy)
* Conserves axial angular momentum very well (see next slides)
 CAM-SE is hydrostatic: do we need non-hydrostatic at 25km resolution? See next slides ...
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Y SciDAC .
gy Axial angular momentum

/ In the absence of any surface torque and zonal mechanical forcing, the hydrostatic\
primitive equations conserve the globally integrated AAM when assuming a constant

pressure upper boundary [see, e.g., Staniforth and Wood, 2003]:

dM
— =0 2

%

ﬂypically numerical models are divided into a dynamical core (dyn) that, roughly speah

ing, solves the equations of motion on resolved scales and physical parameterizations that

approximate sub-grid-scale processes (phys). There can therefore be two sources/sinks of

AAM:

. () (), 0,

. dM dM
In the absence of mountain torque: 0~ () < () :
dyn phys

~
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In the absence of any surface torque and zonal mechanical forcing, the hydrostatic

Lebonnois et al. (2012) : importance of conservation of axial angular
momentum for the simulation of super-rotation

[Inthe absence of mountain torque: D (Z—Af)d N (%4) e J

A
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A simple way to assess
axial angular momentum conservation

Held-Suarez forcing: flat-Earth (no mountain torque), physics replaced by simple
boundary layer friction and relaxation of temperature toward reference profile
[U] (ms)

NS TP 2
%’-=...—kT(¢,o)[T—Teq(¢,p)] T
Tog = max{ZOOK,[SﬁK—(AT)y sin® 9 (A6), Iog[p%)cosz 4[%} }
Kr = Ky +(Ks - ka)max(o, ‘1”:" ]cos“ ¢
o, )
k, = k; max[o, - "bj ‘ ;
-0, = /an= Upper:
0,=07 k=1 day™, ’ /N Zonal_time
o= Yo day o= uday” 3 /N ave raged U
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Q=7.292x107" s g=98ms2 a,=6.371 x10°m.
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MPAS

Total torque due to dyn
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CAM-SE dynamical core properties

» Discretization preserves adjoint properties of divergence, gradient and curl (mimetic).

* Machine precision mass-conservation (at the element level)

e Conserves moist energy (in CAM5.2; no longer the case in CAMS5.3 but it can be fixed)

e Option to run with Eulerian finite-difference discretization (CAM5.2) in the vertical
and floating Lagrangian vertical coordinates (CAM5.3)

e Support static mesh-refinement

* Conserves axial angular momentum very well (see next slides)
 CAM-SE is hydrostatic: do we need non-hydrostatic at 25km resolution? See next slides ...
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Condensate loading (CL) and surface pressure (Ps) (Bacmeister et al., 2012)

w/ Loading

Experiment setup

Model = WRF (NCAR weather research forecast model) with ‘all’ water vari-
ables prognestic as well as non-hydrostatic dynamics; Ax = Ay = 500m

horizontal resolution, 5 day simulation.
v

Non-hydrostatic effects at Ax =25km

Figure (upper): Joint frequency distributions of
WRF pressure (x-axis) and hydrostatic pressure
(y-axis) coarse-grained to 25 km.

NS Laaten Non-hydrostatic effects not significant!

What is the effect of CL on Ps?

Figure (lower): Same as upper but hydrostatic
pressure ignores CL (y-axis).

= frequent, large (O(hPa)) underestimates of P;
compared to WRF P.

o

0ea 1004 1006 W06 1007 1008 10oe
£ nh

A clear implication of this result is that high-resolution climate model surface pressures in regions
of strong precipitation may be systematically underestimated by several hPa. J

~~ “aamas-i:
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Consistent treatment of water

Many current global climate models use a moist vertical coordinate
i.e. PS = weight of dry air + weight of water

(weight of rain, snow graupel, etc. is ignored)

=>

1. Pressure gradient force does not include effect of the weights of all hydro meteors
(referred to as condensate loading)

2. Continuity equation for air has source/sink terms

Most weather models use a dry-mass vertical coordinate in which it is trivial to include
the weight of hydro meteors in the pressure gradient force.

However, these models do not use energy and angular momentum vertical discretization
schemes: it would be desirable to make climate models like weather models but retain
conservation constraints ... (non-trivial task!)




CAM-SE dynamical core properties

» Discretization preserves adjoint properties of divergence, gradient and curl (mimetic).

* Machine precision mass-conservation (at the element level)

e Conserves moist energy (in CAM5.2; no longer the case in CAMS5.3 but it can be fixed)

e Option to run with Eulerian finite-difference discretization (CAM5.2) in the vertical
and floating Lagrangian vertical coordinates (CAM5.3)

* Supports static mesh-refinement

* Conserves axial angular momentum very well (see next slides)
 CAM-SE is hydrostatic: do we need non-hydrostatic at 25km resolution? See next slides ...

But ...
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CAM-SE scales very well but ...

Concerns about tracer transport:

* Tracer transport accounts for the majority of the cost of the dynamical core
Tracer transport in CAM-SE is prohibitively expensive for many-tracer applications (e.g., CAM-Chem has
106+ tracers)

Why?

- spectral-element time-step for tracers is relatively short
(uses RK scheme — communication at every stage)

- work for each additional tracer is the same (no reuse of information)

* Spectral element advection for chemistry? We may not be as accurate as our less-scalable finite-volume
model ...

. Can we combine the best of the two worlds?

spectral elements: mimetic (energy conservation), good axial angular momentum conservation
finite-volume: longer dt’s, likely better filters for shape-preservation, ...

Let me first address the accuracy of tracer advection first ...

e = 4

BRNCAR Earth System Laboratory




A standard test case suite for two-dimensional linear
transport on the sphere (Lauritzen et al., 2012)

Passive & inert idealized 2D transport test
Tracer density simulated with monotone CSLAM cases designed to assess (among other
’ ’ | things):

w/2

& | o A O B o 1. numerical order of convergence and
5 5 5 effective resolution,
‘ 2. ability of the transport scheme to
Tracer den"s/i;y simulated with monotone CSLAM transport ‘rough’ distributions,
| ' | 3. ability of the transport scheme to
preserve pre-existing functional relations
between species,

under challenging flow conditions

u(d, 6,t) = x sin2(1)sin(260) cos(nt/T) + 2r cos(6)IT
v(A, 0,t) = £ sin(21) cos(0) cos(nt/T),

(Nair and Lauritzen, 2010, JCP).
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Results from a collection of state-of-the-art
schemes: minimal/effective resolution

l,, Cosine hills

scheme full scheme name primary reference implementation grid formal
1 01 e T T T T = acronym order
F ! ! CN5 5 E CAM-FV Community Atmosphere Model - Lin and Rood (1996) Regular latitude-longitude 2
o ] CAM-SE Community Atmosphere Model - Dennis et al. (2012) Gnomonic Cubed-sphere 4
CN5.5, filter —<— 1 Spectral Elements Neale et al. (2010)
CN1 0 — CLAW ‘Wave propagation algorithm LeVeque (2002) two-patch sphere grid 2
. on mapped grids
CN1 0 f|"er A\ — CSLAM Conservative Semi-LAgrangian Lauritzen et al. (2010) Gnomonic cubed-sphere <
. 3 Multi-tracer scheme
3 FARSIGHT Departure-point interpolation ‘White and Dongarra (2011) Gnomonic cubed-sphere 2,
b scheme with a global mass fixer
T HEL Hybrid Eulerian Lagrangian Kaas et al. (2012) Gnomonic cubed-sphere 3?
-1 HEL-ND HEL - Non-Diffusive Kaas et al. (2012) Gnomonic cubed-sphere 3?
HOMME High-Order Methods Dennis et al. (2012) Gnomonic cubed-sphere 4
— Modeling Environment (quadrature grid)
E ICON-FFSL ICOsahedral Non-hydrostatic model - Miura (2007) Icosahedral-triangular 2
e Flux-Form semi-Lagrangian scheme
] LPM L Particle Bosler (2013, in prep) Icosahedral-triangular 2
MPAS Model for Prediction Across Scales and G (2011) 1 3
T SBC Spectral Bi inter (2008) Gaussian latitude-longitude 2
SFF-CSLAM Simplified Flux-Form CSLAM scheme Ullrich et al. (2012) Gnomonic cubed-sphere 3&4
- SLFV-SL Semi-Lagrangian type Slope Limited Miura (2007) Icosahedral hexagonal 2
3 SLFV-ML Slope Limited Finite Volume scheme Dubey et al. (2012) Icosahedral hexagonal -
] with method of lines grid
- TTS Trajectory—Tracking Scheme Dong and Wang (2012b) Spherical Centroidal o)
B Voronoi Tessellation
UCISOM UC Irvine Order Prather (1986) Regular latitude-longitude 2
UCISOM-CS UC Irvine S d-Order - Gnomonic cubed-sphere b

minimal resolution AL, (Cosine bells)
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Results from a collection of state-of-the-art
schemes. (Lauritzen et al., 2014)

l,, Cosine hills
.
107 E ! !

T T 3
CN5.5 —+— ]
CN5.5, filter —=<— 1
r : : CN1.0 —x— ]
10° o i CN1.0, filter —2— o

Minimal (effective) resolution

Inert advection (unforced conditions)
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The terminator ‘toy’-chemistry test: A simple tool to
assess errors in transport schemes
(Lauritzen et al, 2014, in prep)

CL2 Cl TEST
90°N 90°N
4.10e-6 4.10e-6
4.01e-6 4.01e-6
45°N — 3.99e-6 45N 3.99¢e-6
3.90e-6 3.90e-6
3.00e-6 3.00e-6
0° 2.00e-6 2.00e-6
1.00e-6 1.00e-6
0.10e-6 0.10e-6
e 0.01e-6 .. 0.01e-6
-0.01e-6 -0.01e-6
-0.10e-6 -0.10e-6
90°s T T T 90°S
180° 90°W 0° 90°E 180° 180° 90°W 0° 90°E 180°
Day 00 Day 00
90°N CI
i 5.00e-6 )
Dlon Il.near ’ . >00e6
terminator-toy 4.10e-6
) 4.03e-6
chemistry: o 4.01e-6
3.99-6
E 3.97e-6
Cl, =Cl+Cl:k 39000
2 | 45°s
3.70e-6 .
Cl+Cl —Cl :k, . | L2 deformational
; 180° 90°W 0° 90°E 180° flow
Exact solution: Day 00
* — . . . . .
Cl+2%Cl, = constant | grr5rs are due to non-conservation of linear correlations by the limiter

(and physics-dynamics coupling)

~
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5.00e-6
4.30e-6 CAM-SE
4.10e-6
4.03e-6
4.01e-6
3.99e-6
3.97e-6
3.90e-6
3.70e-6
3.00e-6

90°N
5.00e-6
4.30e-6 CAM FV
4.10e-6
4.03e-6
4.01e-6
3.99¢-6
3.97e-6
3.90e-6
3.70e-6
3.00e-6

45°N

0°

45°S

180° 90°W 0° 90°E 180°

5.00e-6
430e-6 CSLAM
4.10e-6
4.03e-6
4.01e-6
3.99¢-6
3.97e-6
3.90e-6
3.70e-6
3.00e-6

45°N

45°S

180° 90°W 0° 90°E 180%

Day 00

N
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Multi-tracer efficiency in CAM-SE

CSLaM scheme (Conservative Semi-Lagrangian Multi-tracer)
Lauritzen, Nair and Ullrich (J. Comput. Phys., 2010)

References:

Flux-Form CSLAM: Harris, Lauritzen and Mittal, (J. Comput. Phys., 2011)
Simplified Flux-form CSLAM: Lauritzen, Erath, Mittal (J. Comput. Phys., 2011)
High-resolution CSLAM: Erath, Lauritzen and Tufo (Mon. Wea. Rev. 2013)
Flux-form CSLAM on icosahedral grids: Dubey, Mittal, Lauritzen (JAMES, 2014)

CSLAM shallow water model (semi-implicit dt): Wong, Skamarock, Lauritzen, Stull
(MWR,2013)

CSLAM 2D non-hydrostatic solver: Wong, Skamarock, Lauritzen, Klemp, Stull (MWR, 2013)

Climiate & Global Dynamics
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Multi-tracer efficiency in CAM-SE

(a)

(b)

Ay

Finite-volume Lagrangian form of continuity equation for \» = p, p ¢:

| wprtaxay=|
Ak

Ak

where the ay;'s are non-empty overlap regions:

‘ CIirét; @bal Dynamics

BRNCAR Earth System Laboratory

ayxy =ax NAy,

Py dx dy

aye #0;

0=1,...,Ly.



Multi-tracer efficiency in CAM-SE

(@) (b)
. $ -

- Ak

~ [ O O—

Finite-volume Lagrangian form of continuity equation for \» = p, p ¢:

Ly
| wpttaxay=| wpaxay = Y ¢  Pax+Qaul,
Ax ag g=172ax¢
where day¢ is the boundary of ax¢ and
oP  2Q _ _ (L3) i3

1+ig2

‘ CIirét; @bal Dynamics
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Multi-tracer efficiency in CAM-SE

(a) (b)

l/p I\ L

A Ay
. f;/o— | -

|
Finite-volume Lagrangian form of continuity equation for { = p, p ¢:

Lk o o

J 1|)1£+1 dx dy =J Py dxdy = Z Z cgl-l)w](:e.)) '
Ak “x =1 |i+j<2

where weights w](fé” are functions of the coordinates of the vertices of ay;,.

@7/@ @bal Dynamics




Multi-tracer efficiency in CAM-SE

(a) (b)
| L $ -

Ak - r Ak

Finite-volume Lagrangian form of continuity equation for \p = p, p ¢:

Ly
J w‘]r(t-i-l dx dy =J 11)2 dx dy = Z |: Z C( ])wl(ce])]'
Ak

ay =1 [i+j<2

where weights w,(:“e'j) are functions of the coordinates of the vertices of ay;,.

w](< e)) can be re-used for each additional tracer (Dukowicz and Baumgardner, 2000)

computational cost for each additional tracer is the reconstruction and limiting/filtering.
CSLAM is stable for long time-steps (CFL>1)

—

CSLAM is fully two-dimensional and can be extended to any spherical grid constructed from great-circle arcs.
Cubed-sphere extension of CSLAM is discussed in detall in Launtzen Nair, Ullnch (2010,JCP)

| ;.ﬁ—i a

‘\NCAR Earth System Laboratory



CSLAM: accuracy

3rd order accurate
107} {4 - Inherently mass-conserving
- Preserves linear correlations

g . even with shape-preserving
107}k - i
N filter!
107F -
-+ CSLAM
107} S E
1
10‘6 » 2 2 I 4 3§
225 1.125 0.5625 0.2812 0.1406 0.0703
resolution
Figur r f C. Erath
@7@ @bamymmia gure courtesy of C. Erat

—
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CSLAM has been implemented in
CAM-SE (HOMME)

Grid/Points in HOMME
Consider ONE element in HOMME:

GLL Points CSLAM
I . ’ ._I e/o|o|o|e|e|e|ele|e|e]|e
a ° o
implemented in the t® * v [LLEennn
element structure
° ° ° I
I_' ’ eleoe oo e |eo e |ele
NP =5 NC =4
data = 25 data = 144
communication = 16 communication = 128

(Erath et al. 2012, Procedia Computer Science)

BRNCAR Earth System Laboratory e i




CSLAM has been implemented in
CAM-SE (HOMME)

Yellowstone Scalability (strong)
200 and 800 Tracers
200 and 800 tracers

—— CSLAM filter

time in seconds

-9/10
1

101. * 4

1 element/core

10° 10° 10°
number of cores

Figure courtesy of Christoph Erath!
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CSLAM has been implemented in
CAM-SE (HOMME)

Performance: n=2048, ne30np4/nc3, 1 day baroclinic wave in HOMME
16 ! ! ! !

SE w limiter ——
FF-CSLAM w limiter ---x---

wallmax

140

~
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CAM-SE “default” NE30NP4 configuration

P
@
©

Dynamics: Spectral element
dynamics on Gauss-Lobatto nodal
values (not quite equally spaced
at CAM-SE default 4x4, p=3)

Tracer Advection: Spectral
element. Locally conservative
and monotone on Gauss-Lobatto
nodes

¢ o o ¢ PhySiCS: phySiCS columns
computed at Gauss-Lobatto nodal
values
®) o) o)

Slide courtesy of M. Taylor

-~
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CAM-SE/CSLAM physics grid

Dynamics: Spectral element

volume flux-coupling method

(implementation in progress)

Tracer Advection: CSLAM
Conservative, Semi-Lagrange,
multi-tracer efficient algorithm
using cell averaged data

_ Physics: cell averaged data.
Slide courtesy of M. Taylor

[ "
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CAM-SE physics grid NE30NP4NC3 configuration

@ < © P
Dynamics: Spectral element
¢ o o (]
(o} o] P
© o0
S S Q .
Tracer Advection: Spectral
° ° 7 element.

P o}
[} (o}
o—=

Physics: physics columns computed with cell averaged data.
Physics can use a coarser, identical, or finer resolution grid

Slide courtesy of M. Taylor

—
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CAM-SE physics grid NE30NP4NC3 configuration

CLIMATOLOGY 250mb

104 1 1 lllllll 1 1 lllllll
— SE 0.125°
— SE 0.25°
—— EUL T341

102

The physics-grid
framework gives us a
tool to investigate
guestions like: Should

10°

102

Kinetic Energy

we run physics and (0
dynamics on the same

10°

10° 10’ 10° 10°
spherical wavenumber

Physics: physics columns computed with cell averaged data.
Physics can use a coarser, identical, or finer resolution grid

Slide courtesy of M. Taylor
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Passing state (u,v,T,q,...) to physics:
Integration of spectral element basis functions

1

09

.\

0.8 - \._\

N

0.6 |-

. N ,/\

0.3@
,

1.5

BRNCAR Earth System Laboratory

@




Passing physics tendencies back to dynamics :
bilinear interpolation

1

09

.\

0.8 | \._\

N
0.7 | \.\
0.6

. \ //\ /N

h—
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Aside: some observations on Galerkin methods
and physics-dynamics coupling

1

09

.\

0.8 \._\

*\

N //\ SN

0.3¢ L ' —
1 1.5
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Passing state to physics:
Integration of spectral element basis functions

1 I I I I I

| argue equal-area finite-
volume type physics grid is

more consistent

0.5 i

04

0.3® @ ' e
1 1.5

o @

A
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Passing state to physics:
Integration of spectral element basis functions

1 I I I I I

>° Note also that physics grid averages move

fields away from boundary of element where

08 el the solution is least smooth
(in element interior the polynomials are C*)

0.7

0.5

04

0.3® @ ' e
1 1.5

@
o
o

«@
o
o

3.5 4

A
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R SciDAC

& Scientific Discovery through
Advanced Computing

ldealized forcing: Held-Suarez

CAM-SE: 1 yr average, Held-Suarez with topography = CAM-SE physics-grid: 1 yr average, Held-Suarez with topography

Vertical velocity (pressure) Pa/s Vertical velocity (pressure) Pa/s

0 +—77T—-"+—1r—"——7"—"7—"—"7—"—"7"—""7"—""T7T"—"T7T"—"T7T"—"T7T"—"+%9 +—+4—F"—"F"—"FT"FT""TF"""T"—T" T T T T
180 150W 120W 90W 60W 30W 0  30E 60E 90E 120E 150E 180 180 150W 120W 90W 60W 30W O  30E 60E 90E 120E 150E 180
025 -02 -015 01 -0.05 0 005 0.1 015 0.2 025 -02 -015 01 -005 0 005 01 015 02

FIGURE 10. One-year average of vertical velocity (w) using Held-Suarez forcing and
‘real-world’ topography using CAM-SE at approximately 2° horizontal resolution
o o (nelbnpd). Left plot is based standard CAM-SE setting where the sub-grid scale |
parameterization are computed on the spectral element quadrature grid and the
right plot is based on the physics grid version in which tendencies are computed on
a 3x3 finite-volume grid inside each element. Note that the physics grid has the
same number of degrees of freedom as the quadrature grid in this configuration.
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3 years aqua-planet simulations using CAM4 physics

Zonal-time averaged PS
1024

Blue — NE3ONP4

1020 Red — NE3ONP4NC3

\l\\l\\\

1016

1012

1030

hPa

1008

1020

1010

1004

hPa

1000

1000

990

980

99611|11|11|11|11|11
-90 -60 -30 0 30 60 90

latitude

1 1 1
-80 -60 -40 -20 0
latitude

Lauritzen et al., in prep
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NE3ONP4

Zonal-time averaged T
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400
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800

1000
90 60 30 0 -30 -60 -90
CONTOUR FROM 200 TO 290 BY 10

latitude

Zonal-time averaged U

200

400

600

800

1000
90 60 30 0 -30 -60 -90

latitude
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NE3ONP4ANC3

Zonal-time averaged T

200

400

600

800

1000
90 60 30 0 -30 -60 -90
CONTOUR FROM 200 TO 290 BY 10

latitude
Zonal-time averaged U

200

400

600

800

90 60 30 0 -30 -60 -90

latitude Lauritzen et al., in prep




Zonal-time averaged total precipitation

24 T T T T T ]
20 |- .
—:
> F . Zonal-time averaged total cloud
2 12 1
- - 0.70 |~
|latitude — 0.60
Zonal-time averaged albedo _g
10— | | | ] 3
i ] = 0.50
08
| |
I[ ]
5% i 0.40
5t .
o 3 1
=04 - |
F R | |
I | 0_30\\|\\|\\|\\|\\|\\
021 ] -90 60  -30 0 30 60 90
00 L L vl ]
9 -60 30 0 30 60 90 L . |
latitude auritzen et al., In prep
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Zonal-time averaged CLOUD
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I/

\ %
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Zonal-time averaged CLOUD
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400
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800 p

1000
90 60 30 0 -30 -60 -90
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Lauritzen et al., in prep




PDF of PRECT for year 2 of CAM4-SE APE simulation

100 : I I I I I I I I I I I I I I I I I I I I I I 1 I
o' L — NE30NP4 3h
10 — NE30NP4NC3 3h

Probability
3

10° F
10° E
107 ;_ ﬂH
10‘8 i | | | | I | | | | I | | | | I | | | | I (| k| |
100 200 300 400 500
Precipitation (mm/day) Lauritzen et al., in prep
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PDF of PRECT for year 2 of CAM4-SE APE simulation

100 :I | | | I | | | | I | | | | I | | | | I | | | I:
10" b NE3ONP4 3h 4 Likely do to inherent
A i damping of small scales
10° F ——NE30NP4NC33h =
s [ . PRECIPITATION
-.C_) B 7] 10-1
© 10* F —
s | |
o 10_5 a3 - §10-3
i i S0
10° 3 E 10°
107 F - o
i ] 107 5040 5080 100 120
10‘8 | | | | I | | | | I | | | | I | | | = mm/day
100 200 300 400 500
Precipitation (mm/day) Lauritzen et al., in prep
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Hovmoller diagrams

PRECT for CAM4-SE APE simulation (NE30NP4) PRECT for CAM4-SE APE simulation (NESONP4NC3)
5S-5N mm/day 5S-5N mm/day
337.5 . — L 157.5 S
338.5 158.5
339.5 159.5
3405 160.5
3415 1615
3425 1625
3435 163.5
344.5 164.5
3455 165.5
3465 166.5
3475 1675
348.5 168.5
3495 169.5
350.5 170.5
®© 3515 ®© 1715
£ 3525 £ 1725
~ 3535 F 1735
354.5 1745
355.5 175.5
356.5 176.5
357.5 1775
358.5 1785
359.5 1795
360.5 180.5
3615 181.5
362.5 1825
363.5 1835
364.5 184.5
365.5 1855
366.5 186.5
2 4 6 8 10 12 14 16 18 20 22 26 34 82 2 4 6 8 10 12 14 16 18 20 22 26 34 82
Longitude Lauritzen et al., in prep
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Concluding remarks

 We are approaching the era of having tools to
do regional climate modeling in one
framework that is consistent and conservative
(... major challenge is well-behaved sub-grid-
scale parameterizations across resolutions)

* Climate models can run at weather scales:
bridging the gap between weather and
climate modeling.
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