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We are going through a similar 

exercise with MPAS for the 

development of CAM6-MPAS



NCAR version of CAM-SE

• Reformulation of the SE dycore using dry-mass vertical 
coordinates with a comprehensive treatment of 
condensates and energy

=> 1st step towards a more accurate representation of 
energy in CAM (physics next …?)

This research is closely related to the integration of non-
hydrostatic dynamical cores into CAM that have 
comprehensive treatment of condensates (MPAS, FV3, …)

• Other: SE code resides in CAM repo, control-volume grid can now be produced from 
CAM (no longer need to run HOMME), massive code clean-up, separate physics grid 
capability, CSLAM transport, performance enhancements and new threading 
capabilities (J. Dennis’s group; CISL NCAR), ...



New variables: Orientation,
ridge height, geographically-based 
estimate of “effgw_oro”, ….

Algorithm requires 

PHIS to be internally 

smoothed in topo 

software

New orographic drag 

parameterization

(J. Bacmeister)

https://github.com/NCAR/Topo



New variables: Orientation,
ridge height, geographically-based 
estimate of “effgw_oro”, ….

Algorithm requires 

PHIS to be internally 

smoothed in topo 

software

New orographic drag 

parameterization

(J. Bacmeister)

https://github.com/NCAR/Topo

The amount of smoothing needed 

depends on the dynamical core 

and how much noise the user is 

willing to tolerate!
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Figure 7. Diagnostics for 30 year AMIP simulations with CAM5.2. Upper and lower group of
plots are model level 16 vertical velocity and total precipitation rate di◆erences, respectively,
Except for the lower right-most plot on the lower group of plots, the diagnostics are for CAM-
SE with di◆erent amounts of smoothing of –s and di◆erent levels of divergence damping. The
amount of smoothing follows the same notation as Fig. 2 (right) and 1.0 x div, 2.5 x div, 5.0 x div
refers to increasing divergence damping by a factor 1.0, 2.52, and 5.02, respectively. The sec-
ond right-most plot on each group of plots (labeled FV) show results for CAM-FV. Lower right
plot in the second group of plots show TRMM observations, respectively.
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Except for the lower right-most plot on the lower group of plots, the diagnostics are for CAM-
SE with di◆erent amounts of smoothing of –s and di◆erent levels of divergence damping. The
amount of smoothing follows the same notation as Fig. 2 (right) and 1.0 x div, 2.5 x div, 5.0 x div
refers to increasing divergence damping by a factor 1.0, 2.52, and 5.02, respectively. The sec-
ond right-most plot on each group of plots (labeled FV) show results for CAM-FV. Lower right
plot in the second group of plots show TRMM observations, respectively.
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PHIS smoothing and spurious noise

- Seeking the “optimal” balance between viscosity & PHIS smoothing
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Topography used in CAM-SE



Picture	source:	http://www.dailyscreens.com/water-world-map.html

A simplified way to run CAM for studying total kinetic energy spectra and 
(orographic) noise

Very easy to setup: Aqua-planet COMPSET and change 3 namelist variables:

use_topo_file = .true., bnd_topo = …., ncdata = real-world initial condition

The APE with topo (“tsunami world”?) experiment



The APE with topo (“tsunami world”?) experiment



“Tsunami world” versus AMIP (2 month averages)

OMEGA500

PRECT

Results	from	CESM1.5	CAM4-SE	configurations

CESM1.5 CAM4-SE AMIPCESM2.0 CAM4-SE Tsunami world
with old viscosity coefficients

Excessive	
precip

Excessive	
precip

noise noise



New versus old viscosity coefficients

nu =viscosity	on	(u,v,T)
nu_p =viscosity	on	dp
nu_div =enhanced	viscosity	

on	divergence	

”old”	(CESM1.5):

nu =	1.00E15	m4/s4
nu_p =	1.00E15	m4/s4
nu_div =	6.25E15	m4/s4

“new”	(CESM2.0):

nu =	2.00E14	m4/s4
nu_p =	1.00E15	m4/s4
nu_div =	1.00E15	m4/s4

Using	CAM6	topography
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New versus old viscosity coefficients versus FV
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New versus old viscosity coefficients

OMEGA500

PSL

NEW OLD



What else influences the TKE energy spectra?



Floating Lagrangian vertical coordinates versus Eulerian



Different CAM physics packages



√∫



The “tsunami world” versus APE (no topo)



Is it physics package?



Aqua Planet - CAM 3.4 Physics

Total (solid lines) and compressible (dotted lines) components

From	Mark	Taylor’s	talk	at	IPAM	– Numerical	Hierarchies	for	Climate	Modeling,	April	15	2010	



Time-stepping method



Is it hyperviscosity coefficients?

"Less	hypervis”:

• nu	 =	0.50E15	m^4/s^4
• nu_div =	1.00E15	m^4/s^4

Default	hypervis values:

• nu	 =	1.00E15	m^4/s^4
• nu_div =	6.25E15	m^4/s^4
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Is it hyperviscosity coefficients?

"Less	hypervis”:

• nu	 =	0.50E15	m^4/s^4
• nu_div =	1.00E15	m^4/s^4

Default	hypervis values:

• nu	 =	1.00E15	m^4/s^4
• nu_div =	6.25E15	m^4/s^4

”Much	less	hypervis”:

• nu	 =	0.10E15	m^4/s^4
• nu_div =	0.10E15	m^4/s^4

“Much	less	hypervis”	(configuration	blows	up	after	a	month	or	so)

OMEGA500



12 Lauritzen et al.

(c)(b)(a)

Figure 3: (a) The latitude-longitude grid, (b) the cubed-sphere grid based on an equi-angular central projection and
(c) icosahedral grid based on hexagons and pentagons. The triangular grids used by models herein are the dual of the
hexagonal grid.

volume implementation (i.e., the Lin and Rood, 1996,
algorithm). An example of a two-dimensional extension
based on the PPM algorithm that is third-order is given
in, e.g., Ullrich et al. (2009).

CAM ISEN is an isentropic version of CAM FV. In-
stead of the hybrid sigma-pressure vertical coordinate
a hybrid sigma-θ vertical coordinate is used (Chen and
Rasch 2009). Apart from the vertical coordinate the
model design is identical to CAM FV.

3.2. Cubed-sphere grid models
The assessment includes two dynamical cores that are
defined on cubed-sphere grids. The finite-volume cubed-
sphere model (GEOS FV CUBED) is a cubed-sphere
version of CAM FV developed at the Geophysical Fluid
Dynamics Laboratory (GFDL) and the NASA God-
dard Space Flight Center. The advection scheme is
based on the Lin and Rood (1996) method but adapted
to non-orthogonal cubed-sphere grids (Putman and Lin
2007,2009). Like CAM FV, the GEOS FV CUBED dy-
namical core is second-order accurate in two dimensions.
Both a weak second-order divergence damping mech-
anism and an additional fourth-order divergence damp-
ing scheme is used with coefficients 0.005×∆Amin/∆t
and [0.05 × ∆Amin]2 /∆t, respectively, where ∆Amin

is the smallest grid cell area in the domain.
The strength of the divergence damping increases

towards the model top to define a 3-layer sponge. In
contrast to CAM FV and CAM ISEN, the cubed-sphere
model does not apply any digital or FFT filtering in
the polar regions and mid-latitudes. Nevertheless, an

external-mode filter is implemented that damps the hor-
izontal momentum equations. This is accomplished
by subtracting the external-mode damping coefficient
(0.02×∆Amin/∆t) times the gradient of the vertically-
integrated horizontal divergence on the right-hand-side
of the vector momentum equation.

GEOS FV CUBED applies the same inner and outer
operators in the advection scheme (PPM) to avoid the
inconsistencies described in Lauritzen (2007) when us-
ing different orders of inner and outer operators. The
cubed-sphere grid is based on central angles. The angles
are chosen to form an equal-distance grid at the cubed-
sphere edges (undocumented). The equal-distance grid
is similar to an equidistant cubed-sphere grid that is ex-
plained in Nair et al. (2005). The resolution is specified
in terms of the number of cells along a panel side. As an
example, 90 cells along each side of a cubed-sphere face
yield a global grid spacing of about 1◦.

The second cubed-sphere dynamical core is NCAR’s
spectral element High-Order Method Modeling Environ-
ment (HOMME) (Thomas and Loft 2004, Nair et al.
2009). Spectral elements are a type of a continuous-
Galerkin h-p finite element method (Karniadakis and
Sherwin 1999, Canuto et al. 2007), where h is the num-
ber of elements and p the polynomial order. Rather
than using cell averages as prognostic variables as in
geos fv cubed, the finite element method uses p-order
polynomials to represent the prognostic variables inside
each element. The spectral element method is compat-
ible, meaning it has discrete analogs of the key integral
properties of the divergence, gradient and curl operators,
making the method elementwise mass-conservative (to

JAMES-D

Grid on which smoothing 
is performed:

Topography used in finite-volume 

dynamical core



Topography used in CAM dynamical cores
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FIG. 1. Example of CAM-SE GLL quadrature grids, marked with
red filled circles, (a & c) on the cubed-sphere and (b & d) in an element.
(a)-(b) and (c)-(d) use 4⇥ 4 (np = 4) and 8⇥ 8 (np = 8) GLL quadra-
ture points in each element, respectively. (a) and (c) have the same
average grid-spacing at the Equator (7.5�) which is obtained by using
(a) 4⇥4 (ne = 4) and (b) 2⇥2 (ne = 2) elements on each cubed-sphere
face/panel, respectively. The element boundaries are marked with thick
light blue lines. The grid configurations shown on (a) and (c) are re-
ferred to as ne4np4 and ne2np8, respectively.

the number of degrees of freedom on both grids is exactly
the same. However, for high-order quadrature rules the
quadrature points are not globally or locally equi-spaced.
For example, Figure 1 shows GLL points on the cubed-
sphere and in an element for degree 3 (np = 4 quadrature
points) and degree 7 (np = 8 quadrature points) Lagrange
polynomial basis in CAM-SE. Both grids have the same
average resolution on the sphere (due to different number
of elements), however, the higher the order of the quadra-
ture rule the less equi-distant are the quadrature points.
GLL quadrature points cluster near the edges and, in par-
ticular, the corners of the elements.

Parameterizations use the state of the atmosphere from
the dynamical core as the large-scale state for computing
sub-grid-scale processes. For example, the dynamical core
state defines the large-scale environment in a mass-flux
based convection scheme. One may think of the dynami-
cal core state as the average state of the atmosphere over
a control volume as is inherent in finite-volume methods.
For finite-difference methods the point value is thought of
as representative for the atmospheric state in the vicin-
ity of the point value and one can usually associate a

FIG. 2. An example of control volumes constructed around GLL
quadrature points (NE4NP4) so that the spherical area of the control
volumes exactly match the quadrature weight multiplied by the metric
factor.

Instantaneous)Omega)
near)500)hPa)1/day)for)a)month)

Re
la
9v
e)
fr
eq

ue
nc
y)

Omega)Pa/s)

Large)SE)volumes)
Medium)SE)volumes)
Smallest)SE)volumes)

FIG. 3. PDF of instantaneous w (1 month) classifying the points
into small, medium, and large volumes/GLL weights. Note the consis-
tent higher omega values for smaller areas compared to w associated
with larger volumes (which makes sense). The question is how param-
eterizations respond to that.

volume with the grid-point. Hence the physics grid (the
grid on which the state of the atmosphere is evaluated and
passed to physics) and the dynamics grid (the grid the dy-

At the Equator the shortest resolvable 

wave in terms of max grid distance has 

wavenumber ~133 (=40E3km/300km)



Topography used in CAM dynamical cores
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FIG. 1. Example of CAM-SE GLL quadrature grids, marked with
red filled circles, (a & c) on the cubed-sphere and (b & d) in an element.
(a)-(b) and (c)-(d) use 4⇥ 4 (np = 4) and 8⇥ 8 (np = 8) GLL quadra-
ture points in each element, respectively. (a) and (c) have the same
average grid-spacing at the Equator (7.5�) which is obtained by using
(a) 4⇥4 (ne = 4) and (b) 2⇥2 (ne = 2) elements on each cubed-sphere
face/panel, respectively. The element boundaries are marked with thick
light blue lines. The grid configurations shown on (a) and (c) are re-
ferred to as ne4np4 and ne2np8, respectively.

the number of degrees of freedom on both grids is exactly
the same. However, for high-order quadrature rules the
quadrature points are not globally or locally equi-spaced.
For example, Figure 1 shows GLL points on the cubed-
sphere and in an element for degree 3 (np = 4 quadrature
points) and degree 7 (np = 8 quadrature points) Lagrange
polynomial basis in CAM-SE. Both grids have the same
average resolution on the sphere (due to different number
of elements), however, the higher the order of the quadra-
ture rule the less equi-distant are the quadrature points.
GLL quadrature points cluster near the edges and, in par-
ticular, the corners of the elements.

Parameterizations use the state of the atmosphere from
the dynamical core as the large-scale state for computing
sub-grid-scale processes. For example, the dynamical core
state defines the large-scale environment in a mass-flux
based convection scheme. One may think of the dynami-
cal core state as the average state of the atmosphere over
a control volume as is inherent in finite-volume methods.
For finite-difference methods the point value is thought of
as representative for the atmospheric state in the vicin-
ity of the point value and one can usually associate a

FIG. 2. An example of control volumes constructed around GLL
quadrature points (NE4NP4) so that the spherical area of the control
volumes exactly match the quadrature weight multiplied by the metric
factor.
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FIG. 3. PDF of instantaneous w (1 month) classifying the points
into small, medium, and large volumes/GLL weights. Note the consis-
tent higher omega values for smaller areas compared to w associated
with larger volumes (which makes sense). The question is how param-
eterizations respond to that.

volume with the grid-point. Hence the physics grid (the
grid on which the state of the atmosphere is evaluated and
passed to physics) and the dynamics grid (the grid the dy-

At the Equator the shortest resolvable 

wave in terms of max grid distance has 

wavenumber ~133 (=40E3km/300km)


