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This talk: Some Basic Dynamics Relevant to the 
Design of Global Atmospheric Models



mm scale

Seasonal

Biweekly

Monthly

Hourly

Minutes

Seconds

radiusEarth’s
few thousand km

tens of km
few hundred m

Multi-scale nature of atmospheric dynamics

Figure from Thuburn (2011)
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Multi-scale nature of atmospheric dynamics

Figure from Thuburn (2011)

Undulations in the jet stream and pressure patterns 
associated with the largest scale Rossby waves 
(called planetary waves) have length scales of order 
104 km and seasonal time-scale.

Source: NOAA
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Multi-scale nature of atmospheric dynamics

Figure from Thuburn (2011)

Cyclones and anticyclones have length scales of a 
few thousand km and timescales of order 10 days
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Multi-scale nature of atmospheric dynamics

Figure from Thuburn (2011)

The transition zones between relatively warm and 
cool air masses can collapse in scale to form fronts 
with widths a few tens of km. 
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Multi-scale nature of atmospheric dynamics

Figure from Thuburn (2011)

Convection can be organized on a huge range 
of different scales, from the tropical 
intraseasonal oscillation on scales of 
thousands of km and a timescale of months, 
through supercell complexes and squall lines 
of order 10 km across with lifetimes of several 
hours, down to individual small cumulus 
clouds on scales of a few hundred meters and 
a few minutes. 

https://popperfont.files.wordpress.com/2014/09/clouds-5.jpg
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Multi-scale nature of atmospheric dynamics

Figure from Thuburn (2011)

Small cumulus clouds are formed when the 
turbulent eddies in the boundary layer lift and cool 
air far enough for condensation to occur.

https://popperfont.files.wordpress.com/2014/09/clouds-5.jpg
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Multi-scale nature of atmospheric dynamics

Figure from Thuburn (2011)

The boundary layer is the lowest few hundred 
meters of the atmosphere, where the dynamics is 
dominated by turbulent transports. The turbulent 
eddies range in scale from a few hundred meters 
(the boundary layer depth) down to the millimeter 
scale at which molecular diffusion becomes signifi-
cant.

https://www.skybrary.aero/index.php/File:Troposphere.jpg
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Nastrom & Gage (1985) Spectrum

The atmospheric spectrum of horizontal kinetic energy is observed to have a slope very close to k−3 on large 
scales and k−5/3 on small scales, where k is the horizontal wavenumber, with a gradual transition between the 
two at scales of a few 100 km
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Dashed line in right Fig. is consistent with the observed spectrum, re-expressed in terms of length and time scales. 
The dynamically important phenomena (mentioned before) are those that dominate the atmospheric energy spectrum, 
and all lie close to this dashed line. 

All of the phenomena along the 
dashed line are important for 
weather and climate, and so need 
to be represented in numerical 
models!
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Dashed line in right Fig. is consistent with the observed spectrum, re-expressed in terms of length and time scales. 
The dynamically important phenomena (mentioned before) are those that dominate the atmospheric energy spectrum, 
and all lie close to this dashed line. Note: Important phenomena occur at 

all scales – there is no significant 
spectral gap. 

Moreover, there are strong 
interactions between the phenomena 
at different scales, and these 
interactions need to be represented. 

THIS MAKES NUMERICAL 
MODELING OF THE ATMOSPHERE
VERY CHALLENG!

Let me elaborate …
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Horizontal computational space

Red lines: regular latitude-longitude grid

Grid-cell size defines the smallest scale that can be resolved ( 6= e↵ective resolution!)

Many important processes taking place sub-grid-scale that must be parameterized

Loosely speaking, the parameterizations compute grid-cell average tendencies due to
sub-grid-scale processes in terms of the (resolved scale) atmospheric state

In modeling jargon parameterizations are also referred to as physics
(what is unphysical about resolved scale dynamics?)
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But the transition from resolved to 
unresolved dynamics-processes is a gradual 
transition due to numerical diffusion near 

the grid scale …



Figure from Jablonowski and Williamson (2011)



Figure from Jablonowski and Williamson (2011)



E↵ective resolution: smallest scale ( highest wave-number k = ke↵ ) that
model can accurately represent

ke↵ can be assessed analytically for linearized equations (Von Neumann analysis)

In a full model one can assess ke↵ using total kinetic energy spectra (TKE) of, e.g.,
horizontal wind ~v (see Figure below)

E↵ective resolution is typically 4-10 grid-lengths depending on numerical method!
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Figure from Skamarock (2011): (left) Schematic depicting the possible behavior of spectral tails derived from model forecasts. (right) TKE (solid lines) as a

function of spherical wavenumber for the CCSM finite-volume dynamical core derived from aquaplanet simulations. The total KE is broken into divergent

and rotational components (dashed lines) and the solid black lines shows the k�3 slope.
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Figure from Skamarock (2011): (left) Schematic depicting the possible behavior of spectral tails derived from model forecasts. (right) TKE (solid lines) as a

function of spherical wavenumber for the CCSM finite-volume dynamical core derived from aquaplanet simulations. The total KE is broken into divergent
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Figure 6. Total kinetic energy spectrum of the horizontal winds at the 200 hPa level in CAM-HOMME and

CAM-SE at 1� horizontal resolution (N

e

= 30 and N

p

= 4), computed as the mean spectra from 30 days of

6-hourly instantaneous spectra. Black line is the �3 reference scaling, where  is wave-number.
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Figure 6. Total kinetic energy spectrum of the horizontal winds at the 200 hPa level in CAM-HOMME and

CAM-SE at 1� horizontal resolution (N

e
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= 4), computed as the mean spectra from 30 days of
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Divergence damping and extreme precip13 Diffusion, Filters and Fixers in Atmospheric General Circulation Models 423

Fig. 13.8 Fraction of the time the tropical precipitation is in 1 mm day!1 bins ranging from 0 to
120 mm day!1 , calculated from 6-h averages for all grid points between ˙10ı. This frequency
distribution is an annual average. The aqua-planet simulations are (blue, yellow) CAM FV at the
coarse lat ! lon resolution 2:7ı ! 3:3ı L26 and (red) CAM EUL at the resolution T31L26 (with
time step !t D 1;800 s). Yellow FV curve: standard second-order divergence damping (13.70).
Blue curve: FV simulation with a doubled coefficient. The figure is courtesy of Peter H. Lauritzen,
NCAR

@D

@t
D !rD (13.77)

where r symbolizes an inverse damping time scale like 1=T . The damping time
scale determines the strength of the friction and is user-defined. In particular, the
damping has an initial e-folding time of T and linearly decreases to zero over a time
period of Td , usually set to 2 days. It yields

r D max
h 1
T

Td ! t

Td
; 0
i

(13.78)

where t stands for the elapsed time after the start of the model. In the CAM Eulerian
or semi-Lagrangian dynamical core the damping is computed implicitly in spectral
space via time splitting after the horizontal diffusion. If activated by the user it is
only applied at the beginning of a model climate simulation to damp the gravity
wave propagation arising from poorly balanced initial states. They usually result
from interpolating a model simulated state to a different resolution with no attempt
to maintain geostrophic balance. The initial behavior of a climate simulation is gen-
erally of no interest. This damping should never be used for short-term forecasts
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Shaded area: Horizontal-
temporal resolution of current 
global IPPC class climate models
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Shaded area: Horizontal-

temporal resolution of current 

global IPPC class climate models

With increases in horizontal and 

vertical resolution we start 

explicitly resolving more 

phenomena.

For example, high resolution 

climate modeling at NCAR is 

done at approximately 25km
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Shaded area: Horizontal-
temporal resolution of current 
global IPPC class climate models

With increases in horizontal and 
vertical resolution we start 
explicitly resolving more 
phenomena.

For example, high resolution 
climate modeling at NCAR is 
done at approximately 25km

Figure courtesy of Mark Taylor



One aspect that improves 

drastically with resolution 

is representation of 

topography in models

Figure courtesy of IPCC, AR4 WG Chapter 1



zarzycki@ucar.edu - DCMIP-2016, Boulder, CO, June 2016

Simulated snow cover fraction

Rhoades et al, in prep
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Shaded area: Horizontal-

temporal resolution of current 

global IPPC class climate models

With increases in horizontal and 

vertical resolution we start 

explicitly resolving more 

phenomena.

For example, high resolution 

climate modeling at NCAR is 

done at approximately 25km

Some parameterizations are 

based on assumptions that break 

down at higher horizontal 

resolution; .e.g. deep convection
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Shaded area: Horizontal-
temporal resolution of current 
global IPPC class climate models

With increases in horizontal and 
vertical resolution we start 
explicitly resolving more 
phenomena.

For example, high resolution 
climate modeling at NCAR is 
done at approximately 25km

Some parameterizations are 
based on assumptions that break 
down at higher horizontal 
resolution; .e.g. deep convection

“Consider a horizontal area ... large enough to contain an ensemble of 
cumulus clouds, but small enough to cover only a fraction of a large-scale 
disturbance. The existence of such an area is one of the basic assumptions of 
this paper.”
-- Arakawa and Schubert (1974)

Horizontal resolutions at which assumptions made in the parameterizations 
start to break down and until the processes are explicitly resolved (e.g., 
individual updrafts) is called the grey zone…





Done with dynamics introduction

Next: 

“Ingredients” of a global atmosphere model



Building a global model – choices
specific to the dynamical core?



A. Choose equation set and prognostic 
variables 



A. Choose equation set and prog. vars.
“Exact” Euler equations

“However, it is often desirable to work with approximate versions of the governing 
equations. These may be conceptually simpler, for example by filtering out certain kinds 
of motion; they may be analytically more tractable; or they may be easier to solve 
numerically, for example by removing certain terms or types of motion that are difficult 
to handle numerically.” –Thuburn (2011)



The image part with relationship ID rId2 was not found in the file.

Adiabatic frictionless equations of motion

The following approximations are made to the compressible Euler equations:

spherical geoid: geopotential � is only a function of radial distance from the center of the
Earth r : � = �(r) (for planet Earth the true gravitational acceleration is much stronger than
the centrifugal force).
) E↵ective gravity acts only in radial direction

quasi-hydrostatic approximation (also simply referred to as hydrostatic approximation):
Involves ignoring the acceleration term in the vertical component of the momentum
equations so that it reads:

⇢ g = �@p

@z
, (1)

where g gravity, ⇢ density and p pressure. Good approximation down to horizontal scales
greater than approximately 10km.

shallow atmosphere: a collection of approximations. Coriolis terms involving the horizontal
components of ⌦ are neglected (⌦ is angular velocity), factors 1/r are replaced with 1/a
where a is the mean radius of the Earth and certain other metric terms are neglected so that
the system retains conservation laws for energy and angular momentum.
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In large-scale global modeling the following approximations are usually made:
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In large-scale global modeling the following approximations are usually made:We are slowly removing some of these approximates:

• Global shallow-atmosphere non-hydrostatic models are now more common
(NICAM, MPAS, FV3, ICON, …)

• Some global models have gotten rid of shallow atmosphere approximation                  
(NUMA, UK Met Office)



A. Choose equation set and prognostic 
variables 

B. Choose a horizontal global grid



B. Choose a horizontal global grid
(not a comprehensive list)

12 Lauritzen et al.

(c)(b)(a)

Figure 3: (a) The latitude-longitude grid, (b) the cubed-sphere grid based on an equi-angular central projection and
(c) icosahedral grid based on hexagons and pentagons. The triangular grids used by models herein are the dual of the
hexagonal grid.

volume implementation (i.e., the Lin and Rood, 1996,
algorithm). An example of a two-dimensional extension
based on the PPM algorithm that is third-order is given
in, e.g., Ullrich et al. (2009).

CAM ISEN is an isentropic version of CAM FV. In-
stead of the hybrid sigma-pressure vertical coordinate
a hybrid sigma-θ vertical coordinate is used (Chen and
Rasch 2009). Apart from the vertical coordinate the
model design is identical to CAM FV.

3.2. Cubed-sphere grid models
The assessment includes two dynamical cores that are
defined on cubed-sphere grids. The finite-volume cubed-
sphere model (GEOS FV CUBED) is a cubed-sphere
version of CAM FV developed at the Geophysical Fluid
Dynamics Laboratory (GFDL) and the NASA God-
dard Space Flight Center. The advection scheme is
based on the Lin and Rood (1996) method but adapted
to non-orthogonal cubed-sphere grids (Putman and Lin
2007,2009). Like CAM FV, the GEOS FV CUBED dy-
namical core is second-order accurate in two dimensions.
Both a weak second-order divergence damping mech-
anism and an additional fourth-order divergence damp-
ing scheme is used with coefficients 0.005×∆Amin/∆t
and [0.05 × ∆Amin]2 /∆t, respectively, where ∆Amin

is the smallest grid cell area in the domain.
The strength of the divergence damping increases

towards the model top to define a 3-layer sponge. In
contrast to CAM FV and CAM ISEN, the cubed-sphere
model does not apply any digital or FFT filtering in
the polar regions and mid-latitudes. Nevertheless, an

external-mode filter is implemented that damps the hor-
izontal momentum equations. This is accomplished
by subtracting the external-mode damping coefficient
(0.02×∆Amin/∆t) times the gradient of the vertically-
integrated horizontal divergence on the right-hand-side
of the vector momentum equation.

GEOS FV CUBED applies the same inner and outer
operators in the advection scheme (PPM) to avoid the
inconsistencies described in Lauritzen (2007) when us-
ing different orders of inner and outer operators. The
cubed-sphere grid is based on central angles. The angles
are chosen to form an equal-distance grid at the cubed-
sphere edges (undocumented). The equal-distance grid
is similar to an equidistant cubed-sphere grid that is ex-
plained in Nair et al. (2005). The resolution is specified
in terms of the number of cells along a panel side. As an
example, 90 cells along each side of a cubed-sphere face
yield a global grid spacing of about 1◦.

The second cubed-sphere dynamical core is NCAR’s
spectral element High-Order Method Modeling Environ-
ment (HOMME) (Thomas and Loft 2004, Nair et al.
2009). Spectral elements are a type of a continuous-
Galerkin h-p finite element method (Karniadakis and
Sherwin 1999, Canuto et al. 2007), where h is the num-
ber of elements and p the polynomial order. Rather
than using cell averages as prognostic variables as in
geos fv cubed, the finite element method uses p-order
polynomials to represent the prognostic variables inside
each element. The spectral element method is compat-
ible, meaning it has discrete analogs of the key integral
properties of the divergence, gradient and curl operators,
making the method elementwise mass-conservative (to

JAMES-D



B. Choose a horizontal global grid
(not a comprehensive list)



B. Choose a horizontal global grid
Part of the horizontal grid is staggering of the prognostic variables which affect damping/dispersion properties near the grid scale

Arakawa grids



A. Choose equation set and prognostic 
variables 

B. Choose a horizontal global grid

C. Choose a vertical coordinate



C. Choose a vertical grid/coordinate

• Height based - z/zs or z
• Sigma based - P/PS
• Theta (potential temperature)
• Various hybrids:

- Sigma-pressure
- Sigma-theta



Vertical coordinate: hybrid sigma (� = p/ps)-pressure (p) coordinate

k=1/2

k=1

k=2

k=K

k=K-1
k=K-1/2

k=K-3/2

k=K+1/2

k=1+/2

Figure courtesy of David Hall (CU Boulder).

Sigma layers at the bottom (following terrain) with isobaric (pressure) layers aloft.

Pressure at model level interfaces

pk+1/2 = Ak+1/2 p0 + Bk+1/2 ps ,

where ps is surface pressure, p0 is the model top pressure, and Ak+1/2(2 [0 : 1]) and
Bk+1/2(2 [1 : 0]) hybrid coe�cients (in model code: hyai and hybi). Similarly for model level
mid-points.

Note: vertical index is 1 at model top and klev at surface.

Peter Hjort Lauritzen (NCAR) Atmosphere Modeling I: Intro & Dynamics August 14, 2017 7 / 36



Vertical coordinate: hybrid sigma (� = p/ps)-pressure (p) coordinate

Why do we use terrain-following coordinates?

2294 VOLUME 125M O N T H L Y W E A T H E R R E V I E W

FIG. 1. The representation of a smoothly varying bottom (dashed line) in (a) a height coordinate model
using step topography, (b) a terrain-following coordinate model, and (c) a height coordinate model with
piecewise constant slopes.

1997a and 1997b), which demonstrate the applicability
of the ‘‘shaved cell’’ method to more general problems
involving topography.

2. The finite-volume method

Conservation of a scalar quantity f, with sources Q,
may be written in the general form:

]
f 1 = ·F 5 Q, (1)

]t

where F is the vector flux of the quantity f. Equation
(1), when integrated over a constant1 volume V enclosed
by the surface A, takes the form

]
f dV 1 F · dA 5 Q dV, (2)E R E]t V A V

where we have made use of the Gauss divergence the-
orem, dA 5 dAn is an element of surface area, and n
is a vector pointing along the outward normal of the
surface A. Thus, the variation of f inside the volume
depends only on the normal flux through the surface
that defines the volume and the source terms within it.
Equation (2) can be applied to a discrete control volume
VI ,

]
V f 1 F A 5 V Q , (3)OI I I,J I,J I I]t J

where the sum of the flux-area scalar products refers to
all the external sides J of the control volume. The dis-
crete variables are consistently defined by associating
each term in (3) with its counterpart in (2):

1 We limit the discussion here to control volumes that vary only
in space. The method can be applied to temporally varying volumes,
thereby allowing the use of both adaptive grids and other coordinate
systems such as isentropic coordinates.

] ] 1
V f 5 f dV ⇒ f [ f dVI I E I E]t ]t VIV VI I

1
F A 5 F · dA ⇒ F [ F · dAI,J I,J E I,J EAA AI,JI,J I,J

1
V Q 5 Q dV ⇒ Q [ Q dV. (4)I I E I EVIV VI I

That is, fI is the volume mean of f within the control
volume VI and similarly for QI. Term FI,J is the area
mean of the component of F normal to the side AI,J.
By adopting the definitions in (4), (3) is an exact

statement. However, more often than not, F and Q are
functions of the flow and must be found by interpolation.
For example, suppose F is an advective flux F 5 vf
where v is specified. The surface integral of F becomes

1
vf · dA 5 v · dA f dA 1 SGS, (5)E E EAI,JA A AI,J I,J I,J

where SGS represents terms resulting from the corre-
lation of subgrid-scale variations of f with v and will
be set to zero here. If v is known on the face, the integral
∫ v ·dA can be evaluated. The area mean of f, however,
must be approximated by interpolation of the volume-
mean quantities fI to the face. This is the major source
of truncation error in the discrete system

1 J 2f dA ¯ f 1 O(D f0), (6)E I JAI,J AI,J

where fI
J indicates interpolation of the volume-mean

quantities to the face.
The control volumes must satisfy the following con-

straints for the system to be consistently conservative.
1) The sum of the control volumes VImust fill the whole
domain;

2) every internal surface AI,J must be common to two
adjacent control volumes; and

3) substance fluxed out of one volume must be fluxed
into the next so that net substance is neither gained
nor lost in the fluxing process.

Figure: Representation of a smoothly varying bottom (dashed line) in (left) a terrain-following coordinate

model, and (right) a height coordinate model with piecewise constant slopes (cut-cells, shaved-cells)

Figure is from Adcroft et al. (1997).

! The main reason is that the lower boundary condition is very simple when using terrain-following
coordinates!
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Aside: hybrid sigma (� = p/ps)-pressure (p) coordinate

While terrain-following coordinates simplify the bottom boundary condition, they may introduce
errors:

Pressure gradient force (PDF) errors: 1
⇢rpz = 1

⇢r⌘p + 1
⇢

dp
dz

r⌘z, (Kasahara, 1974) where ⇢

is density, p pressure and z height.
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FIG. 4. Vertical cross section of the idealized two-dimensional advection test. The topography is located
entirely within a stagnant pool of air, while there is a uniform horizontal velocity aloft. The analytical solution
of the advected anomaly is shown at three instances.

that is, to a scale that is usually retained in digital to-
pography fields used in weather prediction and climate
models.
The topographic obstacle is submerged within a stag-

nant air mass, but aloft there is a uniform and purely
horizontal flow directed from left to right. This upper-
level flow is separated from the stagnant low-level pool
by a shear layer. The situation thus corresponds to the
not uncommon meteorological condition of a low-level
blocked air mass with submerged topography. The up-
per-level flow represents plain horizontal and linear ad-
vection, but in the presence of coordinate deformations
as implied by the underlying topography.
To test the performance of various schemes, a simple

scalar anomaly is initialized upstream of the topography
and advected by the flow. The transport of the anomaly
field r is described in conservative flux form by

]r/]t 1 = · (vr) 5 0, (22)
where v5 (u, y, w)5 (u(z), 0, 0) is the specified velocity
vector. On a regular grid, the advection is along the
coordinate surfaces. On a terrain-following computa-
tional mesh, however, the flow becomes multidimen-
sional. In two dimensions, the transformed equation
reads

] ] ]
21 21 21(J r) 1 (J ur) 1 (J Wr) 5 0, (23)

]t ]X ]Z
where W 5 DZ/Dt is the vertical velocity expressed in
the new coordinate framework. The prescribed wind
profile u(z) can be expressed as

(u, w) 5 (2]f/]z, 0)
using a streamfunction f 5 f(z). Transformation into
computational space then yields

]f ]f
(u, W ) 5 J 2 , . (24)1 2]Z ]X

Introducing (24) into (23), one obtains

] ] ]f ] ]f
21(J r) 1 2 r 1 r 5 0. (25)1 2 1 2]t ]X ]Z ]Z ]X

Choosing (25) rather than (23) as the governing equa-
tion for the numerical implementation has two important
advantages. First, (25) allows implementing the non-
divergence property of the specified flow field on the
level of the numerical approximation. Second, in (25)
the metric terms disappear in the flux-divergence com-
putation, such that the cancellation problems addressed
by KSF are avoided. In general, however, (25) is not
amenable, as the streamfunction may not be available,
or as the wind field may be divergent.
For all tests we use a computational domain that is

confined above by a rigid lid at H 5 25 km and that is
periodic in the x direction. The anomaly is initialized
at t1 and advected from left to right. Diagrams will be
shown at three times corresponding to positions of the
anomaly upstream, over and downstream of the obstacle
(see Fig. 4).
The standard experiments will be conducted using

explicit time stepping with centered finite differences
in space and time (leapfrog) on a staggered Arakawa C
grid. Other schemes to be considered include higher-
order versions of the leapfrog scheme, the upstream
scheme, and two versions of the Smolarkiewicz scheme
(Smolarkiewicz 1984). Unless stated otherwise, the nu-
merical experiments are conducted in the absence of
explicit diffusion.
Tests are conducted using the four different coordi-

nates shown in Fig. 5. The first mesh is obtained with
a sigma coordinate (Fig. 5a). The second mesh is a
hybridlike setting (Fig. 5b), based upon (11) with a scale
height of s 5 8 km. This coordinate is characterized by
a more rapid decay of the terrain features with height.
The third mesh (Fig. 5c) is a version of the SLEVE
coordinate (14). It requires splitting the topography ac-
cording to (13) into larger-scale and smaller-scale con-

Schär et al. (2002)
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While terrain-following coordinates simplify the bottom boundary condition, they may introduce
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FIG. 5. Vertical coordinates used for the idealized advection test:
(a) sigma coordinate, (b) hybrid coordinate with a scale height of s
5 8 km, (c) SLEVE coordinate using a scale-dependent decay of
terrain features (s1 5 15 km for large- and s2 5 2.5 km for small-
scale features, respectively), and (d) reference grid without topog-
raphy. The diagrams show the lowermost 15 km of the computational
domain with a depth of H 5 25 km.

tributions (see details in next subsection). For the two
scale heights, we use s1 5 15 km and s2 5 2.5 km. The
resulting mesh (Fig. 5c) has a much smoother structure
at upper levels. It is comparable to the hybrid coordinate
(Fig. 5b) in the sense that the maximum displacement
of the coordinate surfaces from their upstream level are
almost identical (e.g., the maximum displacement for
both these coordinates is ;500 m at a height of 15 km).

As a reference, an integration in the absence of topog-
raphy is also conducted (Fig. 5d). This integration will
allow distinguishing between the regular-grid truncation
error of the finite-difference scheme and the errors as-
sociated with coordinate transformations.

b. Detailed specification of the advection test

We consider a computational domain with a length
of 300 km and a depth of 25 km. The topography h(x)
is specified as the product of a large-scale mountain
h*(x) of halfwidth a, and a small-scale wavelike per-
turbation of wavelength l; that is,

px
2h(x) 5 cos h*(x), (26a)1 2l

where
 px

2h cos for |x| # ao 1 2 2ah*(x) 5 (26b)
0 for |x| $ a

and where ho denotes the maximum height of the ob-
stacle. In all examples we use ho 5 3 km, a 5 25 km,
and l 5 8 km. For the formulation with the new co-
ordinate, the topography is split into larger-scale and
smaller-scale contributions; see (13). To this end, we
choose for the larger-scale contribution

1
h (x) 5 h*(x). (27)1 2

This implies that the two contributions have the same
maximum amplitude of 1.5 km.
The discretization uses an Arakawa C grid. All nu-

merical operations are coded in conservative flux form.
An Asselin filter was implemented, but is not activated
for the tests presented. The height z of the coordinate
surfaces is discretized from (14) at the W points of the
grid, using the respective definitions for the three co-
ordinate systems considered, that is, (15), (16), and (17).
The Jacobian is then defined at the mass points of the
grid. The sheared wind profile is specified as

1 for z # z2 p z 2 z12u(z) 5 u sin for z # z # z (28)o 1 21 22 z 2 z2 1
0 for z # z 1

with uo 5 10 m s21, z1 5 4 km, and z2 5 5 km. The
wind field is defined by means of a streamfunction

z

f(z) 5 2 u(z) dz (29)E
0

and implemented according to (25). We define the stream-
function at doubly staggered locations fi11/2,k11/2, and its
derivatives (]f/]Z)i11/2,k and (]f/]X) i,k11/2 at staggered

Schär et al. (2002)
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FIG. 6. Numerical solutions to the advection test using centered differences and a horizontal Courant number of a 5 0.25. (a),(c),(e),(g) The
advected anomalies at three consecutive times (t1 5 0, t2 5 2500 s, t3 5 5000 s) and (b),(d),(f ),(h) the error field at t3 (numerical minus analytical
field). The solutions are from numerical experiments using (a),(b) the sigma coordinate, (c),(d) a hybrid coordinate, (e),(f ) the SLEVE coordinate,
and (g),(h) a regular grid. The initial amplitude of the anomaly is 1; the contour interval in the left-hand panels is 0.1, and that in the right-
hand panels is 0.01 (zero contour suppressed, negative contours dashed). The coordinate systems are shown in Fig. 5.

stituents and water species. We consider both the non-
linear version of the scheme as described in Smolar-
kiewicz (1984), and a version using a linearized anti-
diffusive correction. Results are summarized in Table
1. Despite the excellent performance of the scheme in
the absence of grid transformations, the deteriorating
effects of coordinate transformations are evident.

The results of these tests can be summarized as fol-
lows: Schemes with implicit diffusion suffer particu-
larly large coordinate transformation errors. Diffusion
spreads out the solution in computational space, rap-
idly broadens the initial anomaly, and thereby makes
the scheme more susceptible to coordinate transfor-
mations.

Schär et al. (2002)
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A. Choose equation set and prognostic 
variables 

B. Choose a horizontal global grid

C. Choose a vertical grid/coordinate 

D. Choose numerical method
(Pedro Peixoto talk)



Example: CAM applications

The image part with relationship ID rId2 was not found in the file.

Horizontal resolution

~1/8o    1/4o 1o 2o

Simulation time

• Coupled climate 

• Atmosphere only climate

Millennia

Decades

Centuries

Seasons

Days

• Paleo climate    

• Weather forecast
(hurricanes/thyphoons)



Example: CAM applications

The image part with relationship ID rId2 was not found in the file.

~32                           ~70                                  ~126

Model top

• WACCM: ~60-135+ tracers
(Whole Atmosphere Community Model) 

~500km

~150km

~40km

• WACCM-x: ~60+ tracers
(WACCM with thermosphere and ionosphere extension)

• CAM: ~25-33 tracers
• CAM-Chem: ~200+ tracers

Number of vertical levels



Compute platforms on which CAM is run

Laptop 
~4 cores

Small cluster
~100-1000 cores

Large cluster
~100000 cores

e.g., CGD’s Hobart cluster

e.g., NCAR scientist

e.g., NCAR’s Yellowstone
(soon Cheyenne)

“Gigantic” cluster
~1000000 cores

e.g., DOE facilities

A dynamical core must be computationally 
efficient (climate applications require ~10 SYPD)
- for lower resolution applications – strong scaling
- for high resolution – weak scaling
- efficient on new compute architectures 
(multi-core nodes)
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