
Generated using version 3.2 of the official AMS LATEX template

A cell-integrated semi-Lagrangian semi-implicit shallow-water1

model (CSLAM-SW) with conservative and consistent transport2

May Wong ∗

University of British Columbia, Vancouver, British Columbia, Canada

3

William C. Skamarock, Peter H. Lauritzen

National Center for Atmospheric Research†, Boulder, Colorado, USA

4

Roland B. Stull

University of British Columbia, Vancouver, British Columbia, Canada

5

∗Corresponding author address: May Wong, University of British Columbia, 6339 Stores Road, Vancouver,

BC Canada V6T 1Z4.

E-mail: mwong@eos.ubc.ca
†The National Center for Atmospheric Research is sponsored by the National Science Foundation.

1



ABSTRACT6

A Cartesian semi-implicit solver using the conservative semi-Lagrangian transport scheme,7

CSLAM, is constructed and tested for shallow-water (SW) flows. The SW equations solver8

(CSLAM-SW) uses a discrete semi-implicit continuity equation specifically designed to en-9

sure a conservative and consistent transport of constituents by avoiding the use of a constant10

mean reference state. The algorithm is constructed to be similar to typical conservative11

semi-Lagrangian semi-implicit schemes, requiring at each time step a single linear Helmholtz12

equation solution and a single application of CSLAM. The accuracy and stability of the solver13

is tested using four test cases for a radially-propagating gravity wave and two barotropically-14

unstable jets. In a consistency test using the new solver, the specific concentration constancy15

is preserved up to machine roundoff, whereas a typical formulation can have errors many16

orders of magnitude larger. In addition to mass-conservation and consistency, CSLAM-SW17

also ensures shape-preservation by combining the new scheme with existing shape-preserving18

filters. With promising SW test results, CSLAM-SW shows potential for extension to a non-19

hydrostatic, fully-compressible system solver for numerical weather prediction and climate20

models.21
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1. Introduction22

Semi-Lagrangian semi-implicit (SLSI) schemes have been widely used in climate and23

numerical weather prediction (NWP) models since the pioneering work of Robert (1981) and24

Robert et al. (1985). The more lenient numerical stability condition in these schemes allows25

larger time steps and thus increased computational efficiency. Traditional semi-Lagrangian26

schemes are not inherently mass-conserving due to their use of grid-point interpolation, and27

the lack of conservation can lead to accumulation of significant solution errors (Rasch and28

Williamson 1990; Machenhauer and Olk 1997). To address this issue, conservative semi-29

Lagrangian schemes, also called cell-integrated semi-Lagrangian (CISL) transport schemes30

(Rancic 1992; Laprise and Plante 1995; Machenhauer and Olk 1997; Zerroukat et al. 2002;31

Nair and Machenhauer 2002; Lauritzen et al. 2010), have been developed. Although CISL32

transport schemes allow for locally (and thus globally) conservative transport of total fluid33

mass and constituent (i.e. tracer) mass, an issue related to conservation remains when they34

are applied in fluid flow solvers: the lack of consistency between the numerical representation35

of the total mass continuity and constituent mass conservation equations (Jöckel et al. 2001;36

Zhang et al. 2008). The lack of numerical consistency between the two can lead to the37

unphysical generation or removal of model constituent mass, which can introduce significant38

errors in applications such as chemical tracer transport (Machenhauer et al. 2009).39

Our testbed for developing and testing CISL-based fluid flow solvers are the shallow-water40

(SW) equations on an f -plane:41

∂u

∂t
+ u

∂u

∂x
+ v

∂u

∂y
− fv − g′∂h

∂x
= 0, (1)

42

∂v

∂t
+ u

∂v

∂x
+ v

∂v

∂y
+ fu− g′∂h

∂y
= 0, (2)

43

∂h

∂t
+∇ · (hv) = 0, (3)

44

∂(hq)

∂t
+∇ · (hqv) = 0 (4)
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where v = (u, v) is the horizontal velocity vector, f is the Coriolis parameter, g′ is the45

reduced gravity, h is the total fluid depth (a surrogate for total fluid mass), and hq is the46

depth portion (mass fraction) of an arbitrary constituent, where q is its specific concentration.47

Numerical consistency is satisifed if, for q0 = 1, the discretization scheme of the constituent48

equation (4) collapses to that for the continuity equation (3), also known as free-stream49

preservation.50

The difficulty in maintaining consistency, as will be discussed in more detail, can partly51

be attributed to the conventional linearization around a constant mean reference state in the52

semi-implicit form of a CISL continuity equation. To eliminate the reference state, Thuburn53

(2008) developed a fully-implicit CISL-based scheme for the shallow-water equations that54

requires solving a nonlinear Helmholtz equation at every time step. The solution of the55

Helmholtz equation is potentially problematic and expensive (Thuburn et al. 2010). To56

reduce the dependence of their semi-implicit scheme on a reference state, Thuburn et al.57

(2010) used an alternative iterative approach to solve the nonlinear system, but it requires58

multiple calls to a Helmholtz solver per time step, again making the scheme potentially59

expensive.60

In addition to consistency and mass conservation, another desirable property is that the61

new scheme should be shape-preserving. A shape-preserving scheme ensures that no new62

unphysical extrema are generated in a field due to the numerical scheme (e.g. Machenhauer63

et al. 2009). For example, specific concentrations of a passive constituent should not go64

outside the range of its initial minimum and maximum values. Non-shape-preserving schemes65

may generate unphysical specific concentrations, such as negative concentration values due66

to undershooting.67

In this paper, using a shallow-water system, we present a new SLSI formulation that uses a68

CISL scheme for mass conservation and ensures numerical consistency between the total mass69

and constituent-mass fields. The new scheme is based on the CISL transport scheme called70

the Conservative Semi-LAgrangian Multi-tracer transport scheme (CSLAM) developed by71
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Lauritzen et al. (2010). Like other typical conservative SLSI solvers, the algorithm requires72

a single linear Helmholtz equation solution and a single application of CSLAM. To ensure73

shape-preservation, the scheme is further extended to use existing shape-preserving filters.74

The paper is organized as follows. In section 2, the conservative semi-Lagrangian scheme75

CSLAM is described and a discussion of the issue of consistency between total-mass and76

constituent-mass conservation in its semi-implicit formulation is provided. A new consistent77

semi-implicit discretization of the CSLAM continuity equation, including the implementation78

of the shape-preserving schemes, is proposed in section 3. Results from four test cases are79

presented in section 4, highlighting the stability and accuracy of the new scheme for linear80

and highly-nonlinear flows, as well as showing the shape-preserving ability of the scheme.81

And finally, in section 5, a summary of the results and a potential extension of the new82

scheme are given.83

2. Mass conservation and consistency in SLSI solvers84

a. CSLAM — a CISL transport scheme85

The CSLAM transport scheme is a backward-in-time CISL scheme, where the departure86

grid cell area δA∗ is found by tracing the regular arrival grid cell area ∆A back in time one87

time-step ∆t (Fig. 1a). The CSLAM discretization scheme for (3) is given by88

hn+1
exp ∆A = hn∗δA

∗

where the superscript denotes the time level, hn+1
exp is the explicit cell-averaged height solution89

computed by integrating the height field hn over δA∗, which gives departure cell-averaged90

height values hn∗ . The departure cell area δA∗ in CSLAM is found through iterative trajectory91

computations from the four vertices of an arrival grid cell (unfilled circles in Fig. 1b) to their92

departure points (filled circles in Fig. 1b). The departure cell area is then approximated93

using straight lines as cell edges (dark grey region δA in Fig. 1b). To integrate the height field94
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over δA, CSLAM implements a remapping algorithm that consists of a piecewise biparabolic95

sub-grid-cell reconstruction of the hn field, and then the integration of the reconstruction96

function over the departure cell area. The area integration in CSLAM is transformed into97

a series of line integrals using the Gauss-Green theorem, and involves solving for a set of98

weights that depends only on the departure cell boundary. The use of line integrals greatly99

enhances the transport scheme’s computational efficiency for multi-tracer transport as the100

weights can be reused for all tracer species in the model. For full details on the transport101

scheme, see Lauritzen et al. (2010).102

b. A discrete semi-implicit continuity equation in velocity-divergence form using CSLAM103

Lauritzen et al. (2006) (which we will refer to as LKM) developed an SLSI SW equations104

solver using the explicit CISL transport scheme of Nair and Machenhauer (2002). For the105

momentum equations (1) and (2), they used a traditional SLSI discretization ((A1) and106

(A2) in the Appendix but without time-off-centering). Their momentum equations are then107

implicitly coupled to a velocity divergence correction term in the continuity equation. In this108

paper we follow the construction of the SW equations solver described in LKM, but we use109

CSLAM as the explicit CISL transport scheme. The discrete semi-implicit CISL continuity110

equation given in LKM (eq.(31) in LKM) is111

hn+1 = hn+1
exp −

∆t

2
H0

[
∇eul · vn+1 −∇lag · ṽn+1

]
+

∆t

2
H0

[
∇eul · vn −∇lag · vn

]δA∗
∆A

, (5)

where hn+1
exp is as described above, ∆t is the model time step, H0 is the constant mean112

reference height, vn+1 is the velocity field implicitly coupled to the momentum equations,113

ṽn+1 = 2vn − vn−1 is the velocity field extrapolated to time-level n + 1, and vn is the114

velocity field at time-level n. Their semi-implicit correction term (first term in brackets115

in (5)) is the correction to the explicit solution hn+1
exp from the CSLAM scheme, and the116

second term in brackets in (5) is a predictor-corrector term (where the overbar denotes the117
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departure cell-averaged value). The implicit linear terms are obtained, as in the traditional118

approach (e.g., Kwizak and Robert (1971); Machenhauer and Olk (1997)), by linearizing119

the height field around a constant mean reference state, and hence (5) results in a velocity-120

divergence form. The notations ∇eul and ∇lag denote discretized divergence operators based121

on the Eulerian and Lagrangian forms respectively. Using notations in Fig. 2, the Eulerian122

divergence operator is given by123

∇eul · v =
1

∆x
(ur − ul) +

1

∆y
(vt − vb).

The Lagrangian divergence operator (eq.(25) in LKM) is given by124

∇lag · v =
1

∆A

∆A− δA
∆t

, (6)

and is computed as the change in cell area in one time step.125

The form of the semi-implicit correction term in (5) is due to the split-divergence ap-126

proximation (eq. (26) in LKM)127

∇ · vn+1/2 ≈ 1

2

[
∇ · ṽn+1 +∇ · vn

]

applied to the linearized divergence term of the semi-implicit continuity equation. The split-128

divergence approximation is used to evaluate the linear divergence term at the mid-point129

trajectory (at time-level n+1/2). As explained in Lauritzen et al. (2006), this approximation130

stems from their trajectory algorithm, where the trajectory is approximated as two segments:131

(i) from the departure point to the trajectory mid-point (computed iteratively), and (ii) from132

the mid-point to the arrival grid point (computed using extrapolated winds; see Fig. 1 in133

LKM). Since the Lagrangian divergence is calculated based on the change of cell area over134

time, and departure cell areas are computed using the split-trajectory algorithm, the split-135

approximation can also be applied to the divergence term (Lauritzen et al. 2006).136

Ideally, to be consistent, the implicit and the extrapolated divergences would both be137

solved in a Lagrangian fashion; however, this would lead to a nonlinear elliptic equation138
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instead of a standard Helmholtz equation (Lauritzen 2005). To retain a linear elliptic equa-139

tion, Lauritzen et al. (2006) implemented a predictor-corrector approach to correct for the140

Eulerian discretization of the implicit divergence term, and found that this step was neces-141

sary to maintain stability in their model. In our implementation of the LKM solver using142

CSLAM, we follow the approach of Lauritzen et al. (2006), where the predictor-corrector143

term (second term in brackets in (5)) is evaluated by integrating the departure cell-averaged144

value over δA∗.145

c. Numerical inconsistency in semi-implicit continuity equations in a velocity-divergence146

form147

Numerical consistency between total mass and constituent mass is difficult to maintain148

in semi-implicit CISL schemes such as LKM. The prognostic constituent mass variable hq is149

typically solved explicitly using150

hqn+1 = hqn+1
exp , (7)

where hqn+1
exp is the CISL explicit solution, h is the shallow-water height (analogous to total151

air mass in a full model), and q is the specific concentration of an arbitrary constituent. The152

cell-integrated transport equation in its flux-form helps conserve constituent mass, analogous153

to the amount of water vapour and other passive tracers in an atmospheric model — an154

important constraint especially for long simulations. Since the departure cell areas are the155

same for both total fluid mass and the constituent mass, the weights of the line integrals156

in CSLAM will need to be computed only once per time step, and represents one of the157

advantages of this scheme.158

If the discrete constituent equation is consistent with the discrete continuity equation,159

the former should reduce to the latter when q = 1, and an initially spatially uniform specific160

concentration field should remain so. For a divergent flow, however, the semi-implicit cor-161

rection term in (5) may become large enough such that (7), in its explicit form, is no longer162

7



consistent (Lauritzen et al. 2008).163

Alternatively, one can formulate the discrete constituent equation by including the semi-164

implicit correction and predictor-corrector terms in (5) to maintain numerical consistency165

between the two equations, i.e.166

hqn+1 = hqn+1
exp −

∆t

2
HQ0

[
∇eul · vn+1 −∇lag · ṽn+1

]
+

∆t

2
HQ0

[
∇eul · vn −∇lag · vn

]δA∗
∆A

, (8)

where HQ0 is a constant mean reference constituent mass, the velocities vn+1 are solutions167

from the Helmholtz solver, and ṽn+1 and vn are the same velocities as in (5).168

However, the dependence on a constant mean reference constituent mass HQ0 may create169

a source of numerical errors for regions with little constituent mass. For example, in regions170

where hqn+1
exp = 0, if the flow is highly-divergent such that the terms in square brackets in171

(8) are non-zero, spurious constituent mass will be erroneously generated due to a non-zero172

constant mean constituent mass. Similarly, in areas where hqn+1
exp is a non-zero constant,173

spurious deviation from constancy can be generated by the correction terms.174

The issue with an inconsistent constant mean reference state for the total fluid mass and175

constituent mass fields can be resolved with the formulation we present in the next section.176

3. A consistent and mass-conserving semi-implicit SW177

solver178

Our new scheme ensures numerical consistency between the continuity and constituent179

equations by formulating the discrete equations, specifically the semi-implicit correction and180

the predictor-corrector terms, in flux form instead of a velocity-divergence form. The goal is181

to avoid the use of a constant reference state, such as (5). We test this approach for the SW182

equations, and refer to the model using the flux-form scheme as CSLAM-SW. We formulate183
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the semi-implicit flux-form continuity equation as184

hn+1 = hn+1
exp −

∆t

2

[
∇eul · (hn+1

exp v
n+1)−∇lag · (hn+1

exp ṽ
n+1)

]
+

∆t

2

[
∇eul · (hnvn)−∇lag · (hnvn)

]δA∗
∆A

, (9)

and use the explicit CSLAM solution hn+1
exp as the reference state in the semi-implicit cor-185

rection term. The shallow-water model CSLAM-SW, like the LKM model, couples the186

semi-implicit height continuity equation with the traditional semi-Lagrangian momentum187

equations, as described in the Appendix, and solves the resulting elliptic system with a188

conjugate-gradient Helmholtz solver.189

To ensure consistency, we simply express the constituent equation as190

hqn+1 = hqn+1
exp −

∆t

2

[
∇eul · (hqn+1

exp v
n+1)−∇lag · (hqn+1

exp ṽ
n+1)

]
+

∆t

2

[
∇eul · (hqnvn −∇lag · (hqnvn)

]δA∗
∆A

, (10)

where hqn+1
exp is the explicit CSLAM update to the constituent mass, the velocities vn+1 in191

∇eul · (hqn+1
exp v

n+1) are from the SLSI solution, and hqn and vn are the constituent mass and192

velocity at time-level n respectively. This scheme also resolves the problem of spurious gen-193

eration of constituent mass for regions with near-zero specific concentration (as described in194

the previous section). The specific concentration q is diagnosed by decoupling the constituent195

mass using196

qn+1 =
hqn+1

hn+1
. (11)

We note that to ensure numerical consistency, we must eliminate machine-roundoff and197

convergence errors in the Helmholtz solver. In solving for hqn+1, we substitute the solutions198

of vn+1 derived from the Helmholtz solution hn+1 into (10). Prior to diagnosing q using (11),199

we must correct the solution hn+1 by substituting solutions of vn+1 back into (9); otherwise,200

the values of hn+1 can become inconsistent with hqn+1. The consistent hn+1 solution is then201

used to solve for q using (11) and in the next time step. To compute hqn+1
exp , we follow Nair202

and Lauritzen (2010) in separating the sub-grid-cell reconstructions for h and q, and then203
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compute hq(x, y) using204

hq(x, y) = hq + q(h− h),

where h = h(x, y) and q = q(x, y) are the reconstruction functions, and (h, q) are cell205

averages.206

The new flux-form conservation equations (9) and (10) involve the computation of an Eu-207

lerian flux-divergence and a Lagrangian flux-divergence using extrapolated velocities. Using208

the mesh described in Fig. 2, the discrete Eulerian flux-divergence is given as209

∇eul · (hv) =
1

∆x

[
(h

x
u)r − (h

x
u)l

]
+

1

∆y

[
(h

y
v)t − (h

y
v)b

]
, (12)

where ∆x and ∆y are the grid spacing in the x- and y-directions, and each of the fluxes are210

evaluated as h
x

rur, h
x

l ul, h
y

t vt, and h
y

bvb respectively.211

The Lagrangian flux-divergence in (10) needs to be consistent with the Lagrangian212

velocity-divergence (6). To derive the new operator, we begin by computing the Lagrangian213

backward-trajectories of the arrival grid cell vertices given in Fig. 2. We define the arrival214

cell corner points to be at (~x1, ~x2, ~x3, ~x4), i.e. (x1, y1), (x2, y2), (x3, y3), (x4, y4), and the215

departure cell corner points as216

~xd1 = ~x1 −∆t · (uc, vc)1,

~xd2 = ~x2 −∆t · (uc, vc)2,

~xd3 = ~x3 −∆t · (uc, vc)3,

~xd4 = ~x4 −∆t · (uc, vc)4,

where (uc, vc)i = (uy, vx)i denote the x- and y-velocity components at the ith vertex, where217

i = 1, 2, 3, 4.218

The area of the departure cell is computed as219

δA =
1

2

[
~xd21 × ~xd41 + ~xd43 × ~xd23

]
,
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where ~xd21 = ~xd2 − ~xd1; ~xd41 = ~xd4 − ~xd1; ~xd43 = ~xd4 − ~xd3; and ~xd23 = ~xd2 − ~xd3. We can220

then rewrite the departure cell area as221

δA = ∆x∆y −∆t
[
Fr −Fl + Ft −Fb

]
. (17)

where222

Fr = ur
yy∆y − (uc2vc3 − uc3vc2)∆t/2,

223

Fl = ul
yy∆y − (uc1vc4 − uc4vc1)∆t/2,

224

Ft = vt
xx∆x− (uc3vc4 − uc4vc3)∆t/2,

225

Fb = vb
xx∆x− (uc2vc1 − uc1vc2)∆t/2.

Using (17), the velocity divergence can be written as:226

D =
1

∆x∆y

[
Fr −Fl + Ft −Fb

]
,

which is identical to the Lagrangian divergence (6). The first flux term in each of Fr, Fl,227

Ft, and Fb is identical to the Eulerian velocity-divergence and the remaining terms give228

the geometric correction for a Lagrangian representation (see Fig. 9 in Lauritzen 2005).229

Using this velocity divergence, we now approximate the Lagrangian flux-divergence term in230

equation (9) as:231

∇lag · (hv) =
1

∆x∆y

[
Frh

x

r −Flh
x

l + Fth
y

t −Fbh
y

b

]
. (18)

Using (12) and (18) and replacing h with hq, we can further combine each of the terms232

in brackets of the constituent equation (10), which becomes233

hqn+1 = hqn+1
exp −

∆t

2

[
∇eul · (hn+1

exp q
n+1
exp
∗
v′n+1)

]
+

∆t

2

[
∇eul · (hnqn∗v′n)

]δA∗
∆A

, (19)

11



where234

∇eul · (hq∗v′) =
1

∆x

[
h
x

rq
∗x
r (ur −Fr/∆y)− hxl q∗

x
l (ul −Fl/∆y)

]

+
1

∆y

[
h
y

t q
∗y
t (vt −Ft/∆x)− hybq∗

y
b(vb −Fb/∆x)

]
.

The corrective velocity v′ is defined as the difference between the velocity field used in the235

Eulerian flux divergence (12) and that derived from the Lagrangian flux areas Fr, Fl, Ft,236

and Fb, divided by the cell face length. The corrective velocity v′n+1 in (19) is computed237

using vn+1 from the Helmholtz solver and the Lagrangian flux areas based on extrapolated238

winds divided by the cell face length. The velocity v′n used in the predictor-corrector term239

in (19) is computed using the velocity field vn at time-level n and the Lagrangian flux240

areas based on vn, and again divided by the cell face length. Shape-preserving schemes,241

e.g. the first-order upwind scheme, or higher-order methods such as flux-corrected transport242

schemes or flux-limiter schemes, can then be applied to the fluxes in (19). The first-order243

upwind scheme is used here, where the upstream values (denoted by the asterisks) qn+1
exp
∗

244

and qn∗ at each cell face are determined by the directions of v′n+1 and −v′n respectively245

(see e.g. Durran 2010, eq.(5.109)). The first-order upwind scheme is numerically diffusive246

(Durran 2010), but the damping effect on the correction and predictor-corrector terms should247

be minimal as the corrective velocities v′n+1 and v′n are typically very small. To ensure248

shape-preservation in the explicit CSLAM solution, we implement a simple 2D monotonic249

filter (Barth and Jespersen 1989) that searches for new local minima and maxima in the250

reconstruction function of q, and scales the function if these values exceed those in the251

neighbouring cell.252

Testing of the CSLAM-SW model [based on (9) for h, and (A1) and (A2) for the velocity253

components] revealed an instability related to the averaging of the C-grid velocities to the254

cell corner points in the continuity equation and its interaction with the rotational modes.255

Following Randall (1994), we can write a generalized discretized dispersion relation for the256
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linearized shallow-water equations as257

ω3 − ω(c2lvlh + c2kukh + fufv)− ic2(fukhlv − fvkulh) = 0, (20)

where the terms fu and fv are the discrete Coriolis operators, ku and lv are the discrete258

height-gradient operators, kh and lh are the discrete velocity-divergence operators in the259

continuity equation (the letter subscripts refer to the equations in which they appear), and260

c2 = gH. In the linearized shallow-water dispersion relation for C-grid, the last two terms on261

the L.H.S. of (20), fukhlv and fvkulh, cancel and thus there are no numerical frequencies ω262

with imaginary parts that amplify in time. Although the CSLAM-SW model uses the C-grid,263

we have found that the discretization of the linearized Lagrangian divergence is equivalent264

to taking an average of the u and v velocities to the corners of the grid cell followed by an265

averaging back to the cell-faces, i.e. the discretization is equivalent to using a 1-2-1-averaging266

of the u velocities in the y-direction, and of the v velocities in the x-direction, at the Eulerian267

grid cell faces. This averaging leads to non-cancellation of fukhlv and fvkulh, and growing268

modes. We have found that using the averaging operators vxy
xx

and uxy
yy

(see Appendix for269

operator definitions) on the Coriolis terms in the x- and y-momentum equations, respectively,270

recovers the cancellation and eliminates the unstable mode.271

4. Test cases272

We present four test problems involving divergent flows: a radially-propagating grav-273

ity wave (with two different initial perturbations), and two highly-nonlinear barotropically274

unstable jets (the Bickley and the Gaussian jets from Poulin and Flierl (2003)). The gravity-275

wave problem (section 4a) is a simple case to assess the stability and accuracy of the new276

SLSI solver (CSLAM-SW) with respect to an imposed mean flow speed and the gravity-wave277

propagation speed. We also use this test case to highlight the issue of numerical inconsis-278

tency in the constituent transport scheme of LKM. The nonlinearity of the unstable jet in the279

second problem is particularly useful in testing the stability limits of the new scheme. The280
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Bickley jet (section 4b) has a moderate gradient in the initial height profile, while the steeper281

profile in the Gaussian jet (section 4c) drives a more unstable jet. These strong gradients282

provide a severe test for advection schemes. In addition to those from LKM, solutions from283

a traditional semi-Lagrangian formulation and an Eulerian formulation (see Appendix) are284

also presented for comparison. We use the highly-divergent Gaussian jet case to compare285

the solutions between the shape-preserving CSLAM-SW solver described by (19) and the286

LKM with a shape-preserving explicit transport scheme (section 4d).287

a. A radially-propagating gravity wave288

A non-rotating (f = 0) 2D radially-propagating gravity wave is initiated by a circular289

height perturbation h′ and advected by a mean background flow:290

u(x, y, t = 0) = u0 = 1.2 m s−1,

v(x, y, t = 0) = v0 = 0.9 m s−1,

h(x, y, t = 0) = h0 + h′,

where291

h′ =


1
2
∆h
[
1 + cos

(
πr

10 km

)]
, if r ≤ 10 km,

0, otherwise,

and h0 is the initial background height, ∆h is the magnitude of the initial height perturbation,292

r =
√

(x− xc)2 + (y − yc)2, and (xc, yc) is the center of a 200 km × 200 km domain. We293

perform tests for two different initial height perturbations: a linear case with ∆h = 10 m294

and h0 = 990 m; and a nonlinear case with ∆h = 500 m and h0 = 1000 m. A reduced295

gravitational acceleration of g′ ≈ 0.0204 m s−2 is used, giving an initial gravity wave speed296

c =
√
g′h of 4.5 m s−1 and 5.5 m s−1 for the two cases respectively. The mean advection297

speed
(√

u20 + v20 = 1.5 m s−1
)

is chosen to emulate the speed ratio of the fastest advection298

of sound waves (≈ 300 m s−1) in the atmosphere to the speed of the jet stream (≈ 100 m s−1).299

The background flow velocities u0 6= v0 are also chosen to ensure that the flow does not align300
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with the mesh.301

The model domain consists of 400 × 400 grid cells, with a grid spacing of ∆x = ∆y =302

500 m, and is periodic in both x- and y-directions. Since there is no analytical solution to303

the test problem, to evaluate CSLAM-SW, we produce a fine-resolution Eulerian reference304

solution with a grid spacing of ∆x = ∆y = 100 m and a time step of ∆t = 10 s. The center of305

the gravity wave disturbance in the reference solution is stationary (i.e. u0 = v0 = 0 m s−1),306

and we compare the solutions by translating the gravity wave disturbance in CSLAM-SW307

to the center of the domain.308

In addition to CSLAM-SW, we also run the two initial perturbation cases using LKM, the309

traditional semi-Lagrangian formulation, and an Eulerian formulation. We use the l2-norm310

of error as the error measure, which for a uniform mesh is311

l2 =

√∑
i,j

[
h(i, j)− href(i, j)

]2
√∑

i,j

[
href(i, j)

]2 ,

where i, j are the grid indices, h(i, j) is the model solution, and href(i, j) is the Eulerian312

high-resolution reference solution. The l2-norm of error in the height field (at time T =313

1 × 105 s) for different time step sizes is shown in Fig. 3 for all four models. Results from314

both the linear and nonlinear initial perturbations are plotted. The time truncation error in315

CSLAM-SW is very comparable to those in the other two semi-Lagrangian models for both316

cases. Except for the Eulerian model, all model solutions converge as the time step size is317

reduced to less than ∆t = 50 s. At this point, differences between the errors are mainly due318

to the spatial discretization schemes (more noticeably in the nonlinear case). The Eulerian319

model and the traditional semi-Lagrangian model have a commonality that they both use a320

‘true’ C-grid divergence operator in the continuity equation; whereas as discussed in Section321

3, the CISL computation of divergence in both CSLAM-SW and LKM consists of an extra322

averaging operator. For this reason, one may see a smaller spatial discretization error in323

the traditional semi-Lagrangian model and “coarse” Eulerian model when compared to an324
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Eulerian high-resolution reference solution than those in the CISL models, as is the case in325

Fig. 3.326

To evaluate the consistency in CSLAM-SW and LKM, a constituent with an initially327

constant specific concentration distribution (q0 = 1) is initialized in each model. The CSLAM328

explicit transport scheme conserves constituent mass in both models; however, as discussed329

in section 2c, when numerical consistency is violated, constancy of the specific concentration330

is not guaranteed, and generation or removal of constituent mass is possible. The specific331

concentration is diagnosed by decoupling the constituent mass variable using (11). A time332

step of ∆t = 100 s is used. Fig. 4 shows an example of the specific concentration error in333

LKM at time T = 1× 105 s for both the linear and nonlinear perturbation cases. The error334

is largest near the leading edge of the gravity wave, where the flow is most divergent and the335

semi-implicit correction term is non-zero. Fig. 5 shows the variation in error with time step336

size for both the linear and nonlinear perturbations at the same simulation time as in Fig.337

4. The error measures used are the maximum absolute error, the mean absolute error, and338

the root-mean-squared error. Errors in the solutions from LKM and CSLAM-SW are shown339

in solid and dashed lines respectively. Since the inconsistent semi-implicit correction in (5)340

is proportional to ∆t, errors in the scalar field grow with time step size, which can become341

a major issue for semi-Lagrangian models that take advantage of larger stable time steps.342

For the nonlinear test, the maximum absolute error from LKM is in the order of 10−2 to343

10−1, and is significant for constituents like water vapour which has a typical mixing ratio of344

roughly 0.1% to 3% in air. On the other hand, CSLAM-SW using a consistent formulation is345

free-stream preserving (up to machine roundoff) for both cases and all time-step sizes tested.346

b. Bickley jet – Ro = 0.1347

The stability of CSLAM-SW is further evaluated with two perturbed jets; we begin with348

the Bickley jet from Poulin and Flierl (2003). The Bickley jet is simulated at the Rossby349

number, Ro = U/fL = 0.1, where U is the flow velocity scale, f is the Coriolis parameter350
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and L is the length scale of the jet width. We choose the Froude number, Fr = (fL)2/g′H351

= 0.1. The jet is characterized by greater heights to the left of the channel and dropping off352

to smaller heights to the right, geostrophically-balanced by a mean flow velocity down the353

channel (Fig. 6). A height perturbation is superimposed at the initial time, causing wave354

amplification and eventual breaking of the jet into vortices, and formation of a vortex street355

along the channel. These vortex streets consist of thin filaments of vorticity with strong356

horizontal velocity shear, making it a good test because it is challenging for all numerical357

schemes. A more detailed description of the evolution of these jets can be found in Poulin358

and Flierl (2003).359

The initial geostrophically-balanced mean state (u0, v0, and h0) and height perturbation360

h′ of the Bickley jet is given by:361

u(x, y, t = 0) = u0 = 0,

v(x, y, t = 0) = v0 = −g
′∆h

fa
sech2

(x
a

)
,

h(x, y, t = 0) = h0 + h′,

where362

h0 = 100−∆h tanh
(x
a

)
,

h′ = 0.1∆h sech2
(x
a

)
sin
(2πy

Y
n
)
.

The parameter ∆h is the maximum amplitude of the height perturbation and depends on363

Ro, g′ is the gravitational acceleration, a is the jet width, Y is the length of the channel, and364

n is the wavenumber mode of the height perturbation. In our simulations, L = a = 1× 105
365

m, X (width of channel) = Y = 2 × 106 m, f = 1 × 10−4 s−1, and g′ = 10 m s−2. For366

the specified scale of the jet width and a flow with Fr = 0.1, the mean height of h0 is 100367

m. The amplitude of the height perturbation ∆h = 1 m is determined by the scale of368

the initially geostrophically-balanced flow speed (U ∼ 1 m s−1) for Ro = 0.1. We choose369

the most unstable mode of wavenumber n = 3 (Poulin and Flierl 2003) for all of our jet370

simulations.371
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Each grid domain has 202 × 202 grid cells and a grid spacing of ∆x = ∆y = 9950 m, with372

solid boundary conditions at x = −X/2 and x = X/2 and periodic boundary conditions in373

y where y ∈ [−Y/2, Y/2 ]. A time step of ∆t = 2000 s was used in all simulations. Based on374

the initial gravity-wave speed c ≈ 32 m s−1 and initial flow speed |v| = 1 m s−1, the Courant375

numbers are Crgw = 6.4 and Cradv = 0.2 respectively.376

To maintain numerical stability in the Eulerian model, we implemented a second-order377

explicit diffusion term with a numerical viscosity parameter βx = βy = ν∆t/∆x2 = 0.02378

(where ν is analogous to the physical viscosity). This value corresponds to the numerical379

Reynolds number, Re = UL/ν = 102, a factor of 10 smaller than that used in the forward-380

in-time Eulerian model of Poulin and Flierl (2003). Explicit diffusion was not applied to381

any of the semi-Lagrangian models because the schemes have sufficient inherent damping to382

maintain numerical stability. For the traditional semi-Lagrangian model, however, we found383

that time-off-centering in the semi-implicit scheme was needed to maintain stability.384

Fig. 7 shows the solutions from CSLAM-SW and the three comparison models. Although385

the exact form of the initial height perturbation was not provided in Poulin and Flierl386

(2003), we were able to reproduce results very similar to theirs [cf. Fig. 4c of Poulin387

and Flierl (2003)]. The most noticeable difference among the different model solutions is388

in the shape and magnitude of the relative vorticity maxima and minima. CSLAM-SW389

showed very similar vortex shapes to those from LKM and TRAD-SL. The vortices in the390

Eulerian results are similar to those from the Eulerian model of Poulin and Flierl (2003). The391

difference between the Eulerian solution and the semi-Lagrangian solutions can be attributed392

to the inherent damping in the reconstruction step of the CISL schemes and the grid-point393

interpolation in the traditional semi-Lagrangian scheme.394

c. Gaussian jet – Ro = 5.0395

The third test case is the Gaussian jet with Ro = 5.0. Similar to the Bickley jet, the396

Gaussian jet has Fr = 0.1, and has an initially geostrophically-balanced mean-state with397
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greater heights to the left of the channel and dropping off to smaller heights to the right398

(Fig. 6). The main difference between the two jets is that the Gaussian jet has a slightly399

steeper height profile at the center of the channel, and therefore, produces a more pronounced400

nonlinear flow, especially at larger Ro. The initial mean state and height perturbation for401

the Gaussian jet is given as:402

u(x, y, t = 0) = u0 = 0,

v(x, y, t = 0) = v0 = −2g′∆h√
πfa

exp(−(x/a)2),

h(x, y, t = 0) = h0 + h′,

where403

h0 = 100−∆h erf
(x
a

)
,

h′ = 0.1∆h
( 2√

π
exp(−(x/a)2

)
sin
(2πy

yL
n
)
,

and the notation is as before. All the parameters remain the same, except ∆h = 50 m for404

Ro = 5.0, and ∆t = 100 s is used. With an initial gravity-wave speed and maximum flow405

speed of 38 m s−1 and 56 m s−1 respectively, Crgw = 0.4 and Cradv = 0.56. We note that406

U > c, i.e. the flow is supercritical. Despite the existence of supersonic waves in the solution,407

CSLAM-SW is stable even at larger Courant numbers.408

As pointed out in Poulin and Flierl (2003), jets in this Rossby regime are highly unstable409

and of particular interest is the formation of an asymmetric vortex street with triangular410

cyclones and elliptical anticyclones. As the vortex street is advected towards the deeper411

water, a strong cut-off cyclone develops due to vortex stretching (adjacent to the main412

anticyclonic feature). All of our models, including CSLAM-SW, were able to reproduce413

these features [Fig. 8, cf. Fig. 10e of Poulin and Flierl (2003)]. As in the Bickley jet414

case, we find that CSLAM-SW produced solutions similar to the other two semi-Lagrangian415

models (LKM and TRAD-SL).416

In addition to comparing solutions of CSLAM-SW at time steps allowable by the Eulerian417

scheme, we also tested the stability of CSLAM-SW at a much larger Cradv = 2.5. Figs. 9a-c418
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show solutions at various times from the previous CSLAM-SW simulation (Cradv = 0.56),419

and Figs. 9d-f show solutions at each of the corresponding time for Cradv = 2.5, using the420

largest time step allowable by the Lipschitz condition for this flow. The solution from the421

Cradv = 2.5 simulation is almost identical to the solution using Cradv = 0.56.422

The CSLAM-SW is numerically stable for the highly-nonlinear flow in the Gaussian jet423

and at Courant numbers much greater than unity. To check that consistency and shape-424

preservation in such a highly-divergent flow can be maintained, we repeat the Gaussian jet425

case using CSLAM-SW and the shape-preserving extensions described in section 3.426

d. Gaussian jet – Ro = 5.0 with shape-preservation427

The shape-preserving CSLAM-SW solver (19) is tested using the divergent flow of the428

Gaussian jet as described in section 4c. We also test the LKM solver with the Barth and429

Jespersen (1989) filter implemented in the explicit scalar transport scheme of hqn+1
exp . All430

parameters are as described in section 4c, and a time step of ∆t = 100 s is used for results431

in Figs. 10 and 11.432

To test for numerical consistency in the two solvers, we repeat the consistency test de-433

scribed in section 4a by initializing a constant specific concentration field q0 = 1. The434

shape-preserving CSLAM-SW solution is able to maintain numerical consistency between435

h and hq up to machine roundoff for this highly-divergent flow and the result is indepen-436

dent of time-step size. As for LKM, despite the shape-preserving transport scheme in the437

solver, numerical inconsistency is still an issue with a maximum absolute error (defined as438

the deviation from q0 = 1) of 6.79 × 10−3, a mean absolute error of 4.82 × 10−4, and a439

root-mean-squared error of 1.06× 10−3 at time T = 1.8× 105 s (Fig. 10), and as in section440

4a, the error is a function of the time-step size (not shown).441

To compare the shape-preservation ability between CSLAM-SW and LKM, we initialize442

a specific-concentration distribution that varies only in the x-direction and has a sharp443
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gradient that coincides with the center of the initial jet:444

q(x, y, t = 0) =


1.0, if −X/2 ≤ x < 0.

0.1, if 0 ≤ x < X/2.

Solutions of q diagnosed from hq from the non-shape-preserving CSLAM-SW, LKM with445

shape-preserving transport, and the shape-preserving CSLAM-SW are presented in Figs.446

11a-c. The simulation time T = 1.8 × 105 s in the figure corresponds to the vorticity field447

shown in Fig. 8.448

For the non-shape-preserving CSLAM-SW solver (Fig. 11a), q reaches an unphysical peak449

value of 1.233 and an unphysical minimum value of -0.145 (specific concentrations cannot450

be negative). The LKM solver with shape-preserving transport (Fig. 11b) has less severe451

errors than the non-shape-preserving CSLAM-SW, but loses its shape-preserving ability due452

to numerical inconsistency. The minimum and maximum q values are 0.09997 and 1.0063453

respectively at time T = 1.8 × 105 s. The overshooting of q (which may generate spurious454

constituent mass) appears to be greater in amplitude than the undershooting for this flow.455

Overshooting occurs mostly within the strongest anticyclones (negative vorticity centers on456

the left side of the channel, highlighted in solid black lines in Fig. 11b). Using the shape-457

preserving CSLAM-SW solver (Fig. 11c), minimum and maximum values of q are kept within458

its physical limits (0.1 and 1.0 respectively, up to machine roundoff) and shape-preservation459

is ensured.460

5. Conclusion461

A conservative and consistent semi-Lagrangian semi-implicit solver is constructed and462

tested for shallow-water flows (CSLAM-SW). The model uses a new flux-form discretiza-463

tion of the semi-implicit cell-integrated semi-Lagrangian continuity equation that allows a464

straight-forward implementation of a consistent constituent transport scheme. Like typical465

conservative semi-Lagrangian semi-implicit schemes, the algorithm requires at each time step466

21



a single Helmholtz equation solution and a single application of CSLAM.467

Specifically, our new discretization uses the flux divergence as opposed to a velocity di-468

vergence that requires linearization about a constant mean reference state. For traditional469

semi-implicit schemes, the dependence on a constant mean reference state makes it difficult470

to ensure consistency between total fluid mass and constituent mass. When numerical con-471

sistency is not maintained, constituent mass conservation can be violated even for solvers472

that use inherently-conservative transport schemes. More unacceptably, constituent fields473

may no longer preserve their shapes, e.g. losing constancy or positive-definiteness.474

We have shown an example of a traditional discrete cell-integrated semi-Lagrangian semi-475

implicit continuity equation (LKM), in which inconsistency can generate significant numeri-476

cal errors in the specific constituent concentration. The inconsistent semi-implicit correction477

term in LKM causes errors to grow proportionally with time step size and with the nonlin-478

earity of the flow. The ideal radially-propagating gravity wave tests using the LKM solver479

showed a maximum absolute error in an initially constant specific concentration (q0 = 1)480

field ranging from an order of 10−7 to 10−3 in the linear case, and an order of 10−4 to 10−1481

in the nonlinear case. The orders of magnitude of these errors are significant relative to the482

specific concentration of tracers and water vapour in the atmosphere. The consistent for-483

mulation in the new CSLAM-SW on the other hand eliminates these errors (up to machine484

roundoff).485

The new flux-form solver (CSLAM-SW) is tested for a range of flows and Courant num-486

bers for the shallow-water system, and is stable and compares well with other existing semi-487

implicit schemes, including a two-time-level traditional semi-Lagrangian scheme and an Eu-488

lerian leap-frog scheme. The Gaussian jet test (the more nonlinear jet of the two presented)489

showed that CSLAM-SW remains numerically stable when large time steps are used.490

We have also identified and eliminated a computational unstable mode in CSLAM-SW491

and LKM, using the discrete dispersion relation of the linearized shallow-water equations.492

The numerical instability, associated with the Lagrangian divergence operator on a C-grid,493
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can be eliminated by introducing a new averaging operator on the Coriolis terms in the494

momentum equations.495

Shape-preservation in CSLAM-SW is ensured by applying a 2D shape-preserving filter in496

the CSLAM transport scheme and the first-order upwind scheme to compute the predictor-497

corrector and flux-form correction terms. As shown in the Gaussian jet case, without any498

shape-preserving filter, unphysical negative and unreasonable positive specific concentrations499

may develop due to undershoots and overshoots. For inconsistent formulations such as that500

in LKM, the use of a shape-preserving explicit transport scheme cannot guarantee shape-501

preservation either due to numerical consistency errors. CSLAM-SW, on the other hand,502

allows for straightforward implementation of existing shape-preserving schemes and filters503

and ensures shape-preservation (up to machine roundoff).504

The initial testing of the semi-implicit formulation in CSLAM-SW shows promising re-505

sults. We are currently implementing the extension of CSLAM-SW to a 2D (x-z) non-506

hydrostatic, fully-compressible atmospheric solver. The desirable properties of mass conser-507

vation, consistency, and shape-preservation for moisture variables and tracers will likely be508

important for both short- and long-term meteorological applications.509
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APPENDIX516

Numerical schemes for comparison517

a. A two-time-level traditional semi-Lagrangian semi-implicit model518

A traditional grid-point semi-implicit semi-Lagrangian model on a staggered C-grid is519

constructed for comparison purposes. The scheme uses a forward-in-time off-centering pa-520

rameter β for numerical stability purposes. The discretized system is given by521

un+1
A = ∆t

(1 + β

2

)[
fvxy − g′δxh

]n+1

A
+Rn

u, (A1)
522

vn+1
A = ∆t

(1 + β

2

)[
− fuxy − g′δyh

]n+1

A
+Rn

v , (A2)
523

hn+1
A = −∆t

(1 + β

2

)
H0

(
δxu+ δyv

)n+1

A
+Rn

h +R
n+ 1

2
h ,

where524

Rn
u = und + ∆t

(1− β
2

)[
fvxy − g′δxh

]n
d
,

525

Rn
v = vnd + ∆t

(1− β
2

)[
− fuxy − g′δyh

]n
d
,

526

Rn
h = hnd −∆t

(1− β
2

)
H0

(
δxu+ δyv

)n
d
,

527

R
n+ 1

2
h = −∆t

(
h′δxu+ h′δyv

)n+ 1
2

d/2
,

and h′ = h−H0. The operators are defined as528

δxφ =
φi,j − φi−1,j

∆x
; δyφ =

φi,j − φi,j−1
∆y

,

529

φ
x

=
1

2
(φi,j + φi+1,j),

530

φ
xy

= φ
xy

= φ
yx

=
1

4
(φi,j + φi,j+1 + φi+1,j + φi+1,j+1).

The Rn terms define the known terms that are evaluated at time level n and interpolated531

to the departure point. The Rn+ 1
2 term is the nonlinear term evaluated by extrapolating532

values from time level n and n − 1 to time level n + 1
2
, and interpolated to the estimated533

mid-point trajectory. The time-off-centering parameter β is set to 0.1 for all runs.534
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b. An Eulerian leap-frog semi-implicit advective model535

The Eulerian C-grid staggering model uses the semi-implicit leap-frog time-stepping536

scheme and momentum equations in the advective form. The model has an Asselin time-filter537

and a time-off-centering parameter (β = 0.1) to eliminate spurious oscillations. Numerical538

viscosity is also applied for certain test cases (see section 4b). Using the same notations as539

for the traditional semi-Lagrangian model, the discretized system is given by540

un+1 = ∆t
(
1 + β

)(
fvxy − gδxh

)n+1

+Ru,

541

vn+1 = ∆t
(
1 + β

)(
− fuxy − gδyh

)n+1

+Rv,
542

hn+1 = −∆t
(
1 + β

)
H0

(
δxu+ δyv

)n+1

+Rh,

where543

Ru = un−1 − 2∆t
(
uδxu+ vδyu

)n
+ ∆t(1− β)

(
fvxy − gδxh

)n−1
,

544

Rv = vn−1 − 2∆t
(
uδxv + vδyv

)n
+ ∆t

(
1− β

)(
− fuxy − gδyh

)n−1
,

545

Rh = hn−1 −∆t
(
1− β

)
H0

(
δxu+ δyv

)n−1
− 2∆t

(
h′δxu+ h′δyv

)n+ 1
2
.
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Fig. 1. (a) Exact departure cell area (δA∗, dark grey region) and the corresponding arrival
grid cell (∆A, light grey region). (b) Departure cells in CSLAM (δA) are represented as
polygons defined by the departure locations of the arrival grid cell vertices.
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Fig. 2. Definition of an Eulerian arrival grid cell, and its associated velocities at the cell
faces (ul, ur, vt, vb) and cell corners (uc, vc)i for i=1, 2, 3, 4.
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Fig. 3. Comparison of the height field L2 error norms for the radially-propagating gravity-
wave solutions. Errors are plotted at time T = 1× 105 s for the (a) linear (∆h = 10 m and
h0 = 990 m) and (b) non-linear (∆h = 500 m and h0 = 1000 m) test cases computed on a
500 m mesh. Note the different scales in the plots.
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Fig. 7. Solutions of the Bickley jet at time T = 5× 106 s (after 2500 time steps) for Ro =
0.1, Fr = 0.1 and Cradv = 0.2. Plotted are positive (solid line) and negative (dashed line)
vorticity between −1× 10−5 s−1 and 1× 10−5 s−1 with a contour interval of 5× 10−7 s−1.
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Fig. 8. Solutions of the Gaussian jet for Ro = 5.0 and Cradv = 0.56 at time T = 1.8× 105 s
(after 1800 time steps). Plotted are positive (solid line) and negative (dashed line) vorticity
between −5× 10−4 s−1 and 5× 10−4 s−1 with a contour interval of 5× 10−5 s−1.
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Fig. 9. CSLAM-SW solutions of the Gaussian jet for Ro = 5.0 at three different times (left
to right on each row) of the simulation: at time T = 5× 104 s, 1.0× 105 s, and 1.4× 105 s.
(a - c) Solutions using a Cradv of 0.56 (same simulation as in Fig. 8) (d - f) Solutions using
a larger Cradv of 2.5. Plotted are positive (solid line) and negative (dashed line) vorticity
between −5× 10−4 s−1 and 5× 10−4 s−1 with a contour interval of 5× 10−5 s−1.
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Fig. 11. Specific constituent concentration q at time T = 1.8× 105 s. Initial minimum and
maximum q are 0.1 and 1.0 respectively. Regions with unphysical overshooting (red) and
undershooting (purple) are highlighted.
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