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ABSTRACT

Prognostic precipitation is added to a cloud microphysical scheme for global climate models. Results in-

dicate very similar performance to other commonly used mesoscale schemes in an offline driver for idealized

warm rain cases, better than the previous version of the global model microphysics scheme with diagnostic

precipitation. In the mixed phase regime, there is significantly more water and less ice, which may address

a common bias seen with the scheme in climate simulations in the Arctic. For steady forcing cases, the scheme

has limited sensitivity to time step out to the ;15-min time steps typical of global models. The scheme is

similar to other schemes with moderate sensitivity to vertical resolution. The limited time step sensitivity

bodes well for use of the scheme in multiscale models from the mesoscale to the large scale. The scheme is

sensitive to idealized perturbations of cloud drop and crystal number. Precipitation decreases and condensate

increases with increasing drop number, indicating substantial decreases in precipitation efficiency. The sen-

sitivity is less than with the previous version of the scheme for low drop number concentrations (Nc ,
100 cm23). Ice condensate increases with ice number, with large decreases in liquid condensate as well for

a mixed phase case. As expected with prognostic precipitation, accretion is stronger than with diagnostic

precipitation and the accretion to autoconversion ratio increases faster with liquid water path (LWP), in

better agreement with idealized models and earlier studies than the previous version.

1. Introduction

Advances in computational power have led to the

ability to increase complexity in atmospheric models at

all scales, from large-eddy simulations (LES) to global

general circulation models (GCMs) used for weather

and climate prediction. Central to high-resolution

modeling of weather and climate is the evolution of

condensed water and ice in clouds, which determines the

evolution of latent heating, precipitation, and the radi-

ative balance of the planet. Because these processes

occur on small scales they are typically parameterized as

cloud ‘‘microphysics,’’ that is, the physical processes

with a typical scale of cloud droplets (1026m). Recent

advances in global simulation of cloud microphysics

have led to adoption ofmany characteristics of relatively

sophisticated microphysical schemes designed for small-

scale limited area models. This includes explicit repre-

sentation of cloud drop and crystal size distributions using

prognostic moments (e.g., Morrison andGettelman 2008,

hereafter MG2008), and links between number con-

centration of cloud drops and aerosols based on empirical

correlations (Boucher and Lohmann 1995) or physical

treatments (Abdul-Razzak and Ghan 2000).

However, many or most global models still have

simplified treatments of microphysics in convective

clouds, which has only recently been addressed (Song

et al. 2012; Lohmann 2008). The MG2008 scheme has

been modified by Song et al. (2012) to apply inside of

deep convective clouds and, with the configurations of

Bogenschutz et al. (2012), it has also been applied to

shallow convective regimes. Most large-scale (strati-

form) microphysical schemes are still operating over

relatively long (10–30min) time steps, whichmay induce

numerical problems. Schemes also typically assume di-

agnostic precipitation, meaning that the precipitation
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mass in the atmosphere is rediagnosed each time step

based on a steady-state assumption of the precipitation

source and sink terms. Prognosing precipitation across

time steps has been shown to significantly alter the

evolution of clouds and precipitation (Posselt and

Lohmann 2009). This arises largely because the balance

of rain formation processes (particularly the collection

of cloud drops by rain, or accretion) is dependent on the

existence of rain, and the microphysical sources and

sinks are sensitive to this process (Gettelman et al.

2013). Recent studies have provided evidence that di-

agnostic precipitation may lead to biases in process

rate calculations (Posselt and Lohmann 2008; Wang

et al. 2012; Gettelman et al. 2013). These studies hint

that a better representation of the microphysics of

precipitation is important for properly representing

precipitation and cloud lifetime, and also show that

prognostic precipitation (carried across time steps)

alters the behavior of accretion. The precipitation

process has been shown to be sensitive to drop number

(and hence the population of aerosols that affect drop

number) in idealized models (Wood et al. 2009), large-

eddy simulation experiments (Jiang et al. 2010), and

analysis of observations (Terai et al. 2012).

While most GCM microphysics schemes calculate

precipitation diagnostically, a few have been developed

for climate modeling that prognose precipitation. For

example, Fowler et al. (1996) introduced a one-moment

bulk scheme predicting mass mixing ratios of cloud

water, cloud ice, snow, and rain into the Colorado State

University GCM and found good agreement with ob-

servations in terms of water paths, cloudiness, and cloud

radiative forcing; they also noted the importance of in-

teractions between the cloud microphysics and cumulus

convection parameterizations on surface precipitation.

Lopez (2002) introduced prognostic equations for the

rain and snow mass mixing ratios into the Action de

Recherche Petite Echelle Grande Echelle (ARPEGE)

global spectral model and found good performance

relative to observations for both higher-resolution nu-

merical weather prediction (NWP) and coarser-

resolution climate simulations. Posselt and Lohmann

(2008) introduced prognostic equations for rain mass

mixing ratio and number concentration (i.e., a two-

moment approach) with the goal of improving warm

rain microphysical process rates and cloud–aerosol in-

teractions. They found that the introduction of prog-

nostic rain led to a change in the relative balance of

autoconversion and accretion, which led to a substantial

reduction in the magnitude of radiative forcing from

aerosol indirect effects. All three studies noted sensi-

tivity to the time step, which is an important issue be-

cause of the long time steps in GCMs. Prognostic

precipitation and substepping microphysics has also

recently been implemented in the Met Office (UKMO)

model by Walters et al. (2014); they found that it im-

proved the light rain regime.

In this paper and its companion, we will present an

update to the MG2008 microphysics scheme, and de-

scribe the implementation in the Community Atmo-

sphere Model (CAM). In this work the diagnostic

treatment of rain and snow mass and number mixing

ratios is replaced with a prognostic treatment. The main

unique aspect relative to the other schemes developed

for GCMs with prognostic precipitation noted above is

the prognostic two-moment approach for all hydrome-

teor categories, including cloud liquid water (suspended

liquid) and cloud ice (suspended ice) as well as rain

(large size falling liquid) and snow (large size falling ice).

Thus, the updated scheme is conceptually similar to fully

two-moment schemes that have been developed for

higher-resolution cloud and mesoscale models and ap-

plied to all cloud types (not just stratiform clouds). The

main drawback for using this new scheme in deep con-

vection is the lack of representation of dense rimed ice

(graupel/hail). Given this conceptual similarity we

compare the updated schemewith two other widely used

schemes previously developed for higher-resolution

models. This is done in an idealized framework with

specified dynamics to allow a direct comparison of the

schemes. We also test sensitivity of these schemes over

a wide range of time steps and vertical grid spacings,

from values for cloud models to GCMs.

Part I (the present paper) describes the updates to the

scheme and makes comparisons with the other schemes

and numerical tests, and Gettelman et al. (2014, here-

after Part II) will show single-column and global results.

Part I is organized as follows. Section 2 describes the

scheme. Section 3 introduces the offline model config-

uration. Basic results and comparisons with other

schemes are in section 4, and detailed sensitivity tests

looking at process rates are in section 5. Conclusions are

in section 6.

2. Scheme description

The two-moment scheme described by MG2008 and

Gettelman et al. (2010) (hereafter this scheme is re-

ferred to as MG1) has been slightly modified with small

feature fixes, and a refactoring of the code. Updating the

prognostic droplet number mixing ratio (in kg21) with

the tendency from droplet activation has been moved to

the beginning of the scheme, for consistency with up-

dating cloud liquid mass with condensation/evaporation

tendencies before the microphysical process calcula-

tions. This version of the code is a control case, and we

1 FEBRUARY 2015 GETTELMAN AND MORR I SON 1269



call it MG1.5. The only significant change in simula-

ted climate between MG1 and MG1.5 is from the

modification of when the droplet activation tendency is

applied. Themajor focus of this work is to extendMG1.5

to include prognostic precipitation (hereafter MG2).

The base MG1.5 scheme includes prognostic variables

for cloud water and ice mass and number mixing ratios

and calculates rain and snow mass and number mixing

ratios (qr, qs, Nr, and Ns) diagnostically. Microphysics

schemes inGCMs have traditionally employed diagnostic

precipitation [with some notable exceptions such as in

Posselt and Lohmann (2008)] because (i) for long time

steps it avoids problems of violating the Courant–

Fredrichs–Levy (CFL) stability conditions for sedi-

mentation of precipitation, (ii) there is reduced com-

putational cost of not having to advect additional

precipitation variables, and (iii) the large grid spacing

implies that horizontal advection of precipitation is un-

important. Assuming a 10m s21 horizontal wind speed

and a residence time of 10–60min for rain and snowwith

a fall speed of 1–5m s21 falling 5 km implies that ad-

vection of precipitation is important for grid spacings

smaller than ;10–50 km. However, because of the long

residence time of precipitation in the atmosphere rela-

tive to even GCM time steps, especially for snow, the

diagnostic treatment may lead to inconsistencies be-

cause it assumes precipitation evaporates or falls to the

surface within the time step. Moreover, numerically

solving the diagnostic precipitation equations is highly

challenging (discussed below), which can lead to errors

even when the diagnostic steady-state assumption is

reasonable (i.e., for long time steps and coarse spatial

resolutions). Thus, the use of diagnostic precipitation

can lead to biases in process rates such as accretion that

depend on the precipitation mass in the atmosphere

(Gettelman et al. 2013).

The diagnostic treatment of precipitation means that

rain and snow in the atmosphere is not tracked across

time steps. Instead qr, qs, Nr, and Ns are calculated as-

suming time tendencies are zero. This results in a set of

coupled ordinary differential equations for qr, qs,Nr, and

Ns that depend only on height z [see Eqs. (11) and (12) in

MG2008] and are therefore solved by vertical in-

tegration from cloud top downward. Because the source/

sink terms for precipitation depend on qr, qs,Nr, andNs,

especially for accretion processes (collection of cloud

water by rain and snow), simple approaches such as the

forward-Euler method produce large errors. Various

approaches have been proposed for this integration

(Ghan and Easter 1992; MG2008). Ghan and Easter

(1992) used the precipitation mass mixing ratios from

the previous model time step to estimate the source/sink

terms and precipitation mass mixing ratios at the

updated time level. InMG1 this integration was done by

discretizing and numerically integrating downward us-

ing an iterative predictor/corrector-type approach to

estimate the source/sink terms and qr, qs, Nr, and Ns.

Specifically, provisional values of qr, qs, Nr, and Ns at

a vertical level k were estimated based on the auto-

conversion rate calculated at the k level (which does not

depend on qr, qs, Nr, or Ns) combined with the flux of

rain from the k2 1 level above and all other source/sink

terms except autoconversion at the k 2 1 level. These

provisional values were then used to estimate source/

sink terms at the k level, with these source/sink terms

subsequently used to calculate final estimates of qr, qs,

Nr, and Ns (see MG08 for details).

This approach to precipitation has been modified in

MG1.5 to use a midpoint type method. In this newer

approach the flux of precipitation mass and number

from above and the source/sink term at the k 2 1 level

(except for autoconversion, for which the values at the k

level are again used) are used to estimate qr, qs, Nr, and

Ns at the k2 1/2 level. The qr, qs,Nr, andNs at the k2 1/2

level are then used to calculate the source/sink terms at

the k2 1/2 level, which are then applied to calculate qr,

qs, Nr, and Ns at the k level. We have verified that the

two methods (used in MG1 and MG1.5) do not produce

significant differences in climate simulations.

A primary challenge of diagnostic precipitation is that

there are sharp vertical gradients in cloud quantities,

especially near cloud top. This presents difficulties for

numerical integration from cloud top downward re-

quired to solve the diagnostic precipitation equations,

motivating the implementation of various numerical

methods as described above. Nonetheless uncertainties

remain, especially because of the coarse vertical grid

spacing in typical GCMs, combined with long time

steps and complicated interlinkages with the prognostic

equations for the cloud water and ice mass and number

mixing ratios (qc, qi, Nc, and Ni).

For MG2, the MG1.5 scheme is modified by retaining

time tendencies for precipitation quantities and solving

the following conservation equations:
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where the subscript x is either r (rain) or s (snow), t is

time, r is air density, u is the 3Dwind vector, andVqx and

VNx
are the mass- and number-weighted particle fall

speeds. Here Sqx and SNx
are source/sink terms for

the mass and number mixing ratios that include the
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microphysical process calculations. All microphysical

process rate formulations follow MG2008, except that

evaporation of rain number mixing ratio is treated by

assuming the change in number is proportional to the

change in mass during evaporation (analogous to as-

suming no change in mean raindrop size from evapo-

ration) following Khairoutdinov and Kogan (2000).

MG1 neglected the reduction of rain number mixing

ratio during evaporation. The impact of this change

primarily alters rain mass and number, as discussed be-

low. As in MG1, we do not consider turbulent diffusion

of precipitation.

In MG2, Eqs. (1) and (2) are solved together with the

conservation equations for qc, qi,Nc, andNi [see Eqs. (6)

and (7) in MG2008]. Following MG1 and MG1.5, all

microphysical process rates except sedimentation, cloud

ice melting, and homogeneous freezing of cloud water

are calculated from the prognostic variables updated

after applying tendencies from droplet activation, cloud

macrophysics (cloud water condensation and evapora-

tion), shallow and deep convection, boundary layer

turbulent mixing, and grid-scale advection over the time

step. These microphysical processes (except for the

three mentioned above) are calculated from the same

state and then added together (process split). Checks are

made to ensure conservation of all microphysical prog-

nostic variables, and process rates are reduced based

upon the available mass for a given species at a rate

linearly proportional to the unscaled process rates so

that tendencies cannot result in negative mass or num-

ber for each hydrometeor category or water vapor. The

prognostic variables are then updated, followed by cal-

culation of sedimentation for all prognostic cloud and

precipitation variables in MG2 using the first-order up-

wind method (substepped as needed for numerical sta-

bility so that CFL, 1 for the largest mass-weighted fall

speed in the vertical column), as employed in many

other microphysics schemes. This method is also used to

calculate sedimentation of the prognostic cloud vari-

ables in MG1 and M1.5, but sedimentation of pre-

cipitation is treated diagnostically as described above.

This is a key difference between MG2 and the earlier

versions of MG. In all versions of MG, melting of cloud

ice, homogeneous freezing of cloud water, and satura-

tion adjustment (to condense any excess supersaturation

with respect to liquid water generated by the micro-

physical process rates) are calculated after sedimenta-

tion. This is done because these are considered ‘‘fast’’

processes and this limits excessive liquid water colder

than the homogeneous freezing threshold (2408C).
The code has several additions that we will take ad-

vantage of for testing. All versions of MG have the

functionality to work with partially cloudy grid boxes

and include an assumed subgrid variance of cloud water.

The effect of the subgrid assumption is analyzed in

Gettelman et al. (2008) and Lebsock et al. (2013). For

MG1.5 andMG2,wenow allow the code to be switched to

work with uniform grid box properties (no subgrid vari-

ability of cloud water, and binary cloud fractions of either

0 or 1). All simulations in this paper assume uniform

properties in the grid box. This facilitates testing of the

code, and makes it testable against other schemes de-

veloped for mesoscale models that assume uniform grid

box properties. To facilitate testing we have also enabled

the code to use a fixed drop and/or ice crystal number. In

addition, we have altered how the code can be substepped

to enable better andmore flexible coupling with the large-

scale condensation (cloud macrophysics). The substep-

ping and coupling is not used here (except substepping of

sedimentation for prognostic precipitation in MG2 as

described above) but is described in more detail in Part II.

3. Methods

To isolate and test the microphysics we use a simple

offline driver with a prescribed one-dimensional flow,

the Kinematic Driver (KiD), described by Shipway and

Hill (2012). KiD provides a one-dimensional (1D) ide-

alized framework in which to test and compare micro-

physics schemes. We use simple 1D cases with idealized

conditions, driven by an imposed updraft or condensa-

tion rate. KiD provides a flexible framework to test

different microphysical schemes. It also enables us to test

at fine resolution (25-m vertical resolution and 1-s time

steps), as well as scale this back to typical GCM reso-

lutions (500-m vertical and 15-min time steps).

KiD predicts potential temperature, water vapor

mixing ratio, hydrometeors, and aerosols. For these

cases we ignore the effect of aerosols and fix the drop

and ice crystal number used in the microphysics. We

include sensitivity tests which vary the fixed cloud

droplet and ice numbers. KiD uses a 1D monotonic

advection scheme, the total variance diminishing (TVD)

scheme of Leonard et al. (1992).

We focus on several warm rain cases, with one mixed

phase and one cirrus (pure ice) case. A basic warm rain

case (Warm 1 or W1) has a single time dependent up-

draft peaking at 2m s21 (Table 1).We also explore warm

rain cases with oscillating updrafts (W2, W3, and W7)

and an oscillating updraft case at cold temperatures that

generates a mixed phase cloud (Mixed 3: M3). We also

construct a case of a pure ice cloud (Ice 1: I1) with

a 12-km top, 100-m vertical grid spacing, and a moist

layer from 6 to 12 km. The notation follows the cases

described in the KiD distribution (http://appconv.

metoffice.com/microphysics) to facilitate comparison
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with other work. We also present an idealized case

with a directly forced condensation rate (W0) of 5 3
1027 kg kg21 s21, designed to test the numerics of the

microphysical scheme. Because the GCM forcing is

steady (constant condensation) over long time steps, the

W0 case is more similar to the GCM; it ensures that the

condensation rate is constant regardless of time step,

whereas a standard simulation of KiD will have a vari-

able condensation rate. Condensation serves as a forcing

for the microphysics, so we wish to keep this constant to

evaluate the time step sensitivity of the microphysics

itself. In W0 the vertical velocity is zero, so there is no

vertical advection, and the only vertical transport is from

the sedimentation calculated by the microphysics. The

details of these cases are illustrated in Table 1.

We will also compare MG1.5 and MG2 to two other

commonly used microphysics schemes for mesoscale

models. These schemes are also run in KiD. The scheme

of Morrison et al. (2005) (hereafter this scheme is called

M2005) is the predecessor toMG1.5 andMG2 described

here. Morrison et al. (2009) further detail the version of

the M2005 code with graupel/hail implemented in KiD.

Like MG1.5, M2005 is also a two-moment scheme. The

major differences between MG1.5 (and MG1) and

M2005 lie in diagnostic versus prognostic treatments of

precipitation, different aerosol activation, explicit

treatment of subgrid variability in MG, representation

of ice phase processes, and a dense rimed ice hydro-

meteor category (graupel or hail) in M2005. Using set-

tings for (i) fixed drop number, (ii) no subgrid

variability, and (iii) prognostic precipitation, the MG2

scheme is scientifically identical to M2005 for warm rain

cases, but with a very different code development path.

We will evaluate the differences below. The Thompson

et al. (2008) scheme, modified with the addition of

prognostic rain and placed into KiD identified as T2009

(the name of the modified Thompson scheme), has

representations of liquid, ice, rain, snow, and graupel,

and includes two-moments for cloud ice and rain. It in-

cludes several other differences from M2005 including

different formulations for several microphysical pro-

cesses and a nonspherical shape for snow particles.

KiD is run with a 1-s time step and 120 levels in the

vertical, with vertical resolution of 25m (100m for the

I1 case) and fixed cloud droplet number concentrations

in all schemes and fixed ice crystal number concentra-

tion in MG1.5 and MG2. M2005 and T2009 calculate

ice nucleation as a function of temperature following

Cooper (1986). We alter these assumptions in several

ways to test the microphysics. One of the biggest con-

straints on time step stability is the numerical stability of

the model with respect to advection from air motion,

represented by the CFL criterion (C 5 uDt/Dx, with in-

stability for C . 1). Because the GCM runs with long

(10–30min) time steps and lower vertical resolution, we

lower the number of vertical levels to 6, resulting in

vertical grid spacing (dz) in theW1 case increasing from

25 to 500m. As illustrated in Fig. 1 this substantially

increases the range over which the CFL condition for

numerical stability with respect to the 2m s21 updraft

has C , 1, from 8 to over 200 s. Note that there is

a separate stability criterion for sedimentation of hy-

drometeors since this is calculated separately from ad-

vection due to air motion. Numerical stability for

sedimentation in all of the schemes tested here is en-

sured by substepping as needed, as described above. We

TABLE 1. Description of KiD cases.

Case Max updraft (m s21) Type Time (h) Height (km) Description

Warm 0 (W0) none Steady 8 3 Forced condensation: 5 3 1027 kg kg21 s21

Warm 1 (W1) 2 Evolving 1 3 Single sinusoidal updraft of 600 s

Warm 2 (W2) 2 Evolving 2 3 Multiple sinusoidal updrafts of 600 s

Warm 3 (W3) 2 Evolving 1 3 Multiple updrafts that get weaker over time

Warm 7 (W7) 0.5 Evolving 8 3 Oscillating (600 s) updraft 0–400m

Mixed 3 (M3) 0.1 Evolving 6 3 Oscillating (600 s) updraft 0–400m, T , 08C
Ice 1 (I1) 2 Evolving 2 12 1 sinusoidal 1600-s updraft, moist layer 6–10km

FIG. 1. Maximum time step for maintaining CFL , 1 for cases

Warm 1 (W1),Warm 3 (W3), andMixed 3 (M3) and for a fall speed

for rain (Vrain) of 5m s21.
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emphasize that this substepping is only applied to sedi-

mentation and not the other microphysical process cal-

culations, meaning that hydrometeors can fall multiple

vertical levels without undergoing evaporation or other

microphysical processes. Since MG1.5 (and MG1) in-

cludes an explicit calculation of sedimentation for cloud

water and ice only and not precipitation (which is

treated diagnostically), there is a limited need for sedi-

mentation substepping because the fall speeds (and

hence CFL numbers) of cloud water and ice are small

compared to those of rain or snow. Figure 1 also shows

the CFL condition for rain sedimentation assuming

a 5m s21 fall speed. Using these lower vertical resolu-

tions we also test sensitivity to the time step and explore

time steps up to and slightly beyond the range for CFL

stability associated with advection from air motion.

Note that the W0 case is a constant condensation rate

with no vertical air motion, and hence there is no time

step requirement for stability associated with advection

from vertical air motion for this case.

The basic cases have fixed droplet and crystal number

concentration at 100 and 0.1 cm23 (100L21) respectively.

While the microphysical scheme is built to work with

variable number concentrations, for simplicity in an off-

line framework with no aerosols, we simply fix these

values.We perform sensitivity tests of the scheme varying

the number concentrations of liquid and ice to explore

the sensitivity of the scheme to these parameters, which

are prognostic inputs for the GCM version.

We also use these sensitivity tests to explore how the

formation of precipitation, in particular the ratio of the

accretion and autoconversion process, is sensitive to

changes in number concentration and time step. This

provides some initial clues about how sensitive the scheme

is to changes in drop number, which may be induced by

different environments (land, ocean, polluted, pristine).

4. Results

In this section we illustrate the basic results of the new

scheme (MG2), and compare it to several other micro-

physical schemes including MG1.5. We also compare it

to the M2005 and T2009 schemes for the different cases.

Then we examine the sensitivity of the schemes to time

step and vertical resolution.

a. Basic results

Figure 2 shows the cloud (liquid) mass mixing ratio

(hereafter ‘‘mass’’ refers to mixing ratio), surface rain

rate, rain mass, and rain number for the W1 cloud case

from both the MG2 scheme and the M2005 scheme.

‘‘Cloud mass’’ refers to combined liquid and any ice

(only present for ice cases below), and liquid and ice to

the individual phases. Rain and snow are the falling

liquid and ice precipitation species. M2005 is the origin

of the MG1 scheme, and with prognostic precipitation

for a warm rain case, MG2 should be very similar to

M2005. The cloud mass is similar, but MG2 produces

significantly more precipitation at the surface than

M2005. The difference turns out to be due to the use of

a different formula for the saturation vapor pressure

between MG2 and M2005. MG2 uses Goff and Gratch

(1946) whereas M2005 uses the formulation from Flatau

et al. (1992) for computational efficiency. The difference

results in approximately a 1% difference in the initial

relative humidity, and otherwise the schemes are es-

sentially identical for warm microphysics. While there is

sensitivity to small differences in initial relative humid-

ity and hence saturation vapor pressure here, we expect

this sensitivity to be reduced for model simulations after

a brief initial spinup period.

Figure 3 focuses on the M3 case with an oscillating

updraft below an inversion that is colder than 273K.

There is more ice and less liquid in MG2. The pre-

cipitation is also significantly higher in MG2 than

M2005. This is not surprising since the parameteriza-

tions of ice in MG2 and M2005 differ in the treatment

of several processes including vapor deposition

(Gettelman et al. 2010). However, the patterns and

structure are similar.

b. Comparison to other schemes

We now compare MG2 to the MG1.5, M2005, and

T2009 schemes, for the cases noted above. We also

compare a modified version of the MG2 scheme (MG2-

MOD) that uses the saturation vapor pressure calcula-

tion from M2005. Figure 4 illustrates the temporally

averaged cloud liquid mass, surface rain rate, rain mass,

and number for the four different schemes. For this and

all subsequent figures, temporal averaging is a simple

time average of the entire period.MG2 has similar cloud

liquidmass toM2005, slightly larger than T2009, and less

than MG1.5. MG2-MOD (red) has nearly identical results

as M2005 (green), demonstrating that the differences be-

tweenM2005 andMG2 forwarmmicrophysics are because

of differences in saturation vapor pressure. Nonetheless,

MG2 and M2005 have similar precipitation mass and rain

number for this case, while T2009 has lower averaged rain

mass and number.MG1.5 looks different in character to all

the other schemes. The surface precipitation is consistent

with the process rates. In particular, MG2 has a high ac-

cretion rate compared to MG1.5 (Fig. 4f), and the larger

precipitation rate is consistent with this.

MG1.5 cloud liquid mass is large (Fig. 4a), it produces

precipitation early (Fig. 4b), and the accretion rate is

relatively small and peaked near cloud base (Fig. 4e),
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compared with the other schemes. MG1.5 has a more

significant contribution from autoconversion than MG2

or M2005. It is not as peaked at cloud top, and larger at

cloud base than any other scheme examined. MG1.5 is

the only scheme examined with diagnostic precipitation.

Another difference between MG2 and MG1.5 is that

we have included the evaporation of rain number in

MG2 as in M2005. We have investigated the impact of

this change, and in theW1 case it produces answers very

similar to the MG2 case in Fig. 4, with the only differ-

ence being a few percent less rain mass and number, and

about 10% more integrated rain (slightly higher pre-

cipitation efficiency) since reduction of rain number

with evaporation below cloud means larger size drops

and faster fall speeds. Peak rain production is similar;

the effect is most apparent when the cloud is dissipating.

Figure 5 shows similar plots for the mixed phase M3

case, which also includes ice mass. Cloud mass has been

segmented into liquid and ice. MG2 and MG1.5 have

less liquid than T2009 or M2005. The structure of the

clouds is similar between the schemes, but MG2 and

MG1.5 have very similar liquid mass (Fig. 5a) while the

M2005 and T2009 schemes have larger liquid mass. The

MG2-MOD scheme has a larger liquidmass and is closer

to M2005. MG2 and MG1.5 have significantly more ice

(mass mixing ratio) than M2005. This may be due to the

saturation vapor pressure difference between the MG

schemes and M2005 discussed above. MG2-MOD and

T2009 have very little ice mass in these cases. Total

precipitation (Fig. 5c) is also higher in MG2 andMG1.5.

This surface precipitation includes the ice phase pre-

cipitation (snow), so the higher ice mass appears to be

important in the resulting precipitation.

A ‘‘pure’’ ice case was also performed (Ice 1, Fig. 6) to

explore how the schemes would work at temperatures

where only ice is present. An updraft similar to the W1

case is placed in a domain up to 12 kmwith a humid layer

from 6 to 10 km (Fig. 6a). The temperature at the base of

the cloud is 215K, so no liquid is present. The schemes

behave differently, with large differences in ice mass

(Fig. 6b) and precipitation. The differences betweenMG1.5

(dark blue) andMG2 (red) are mainly due to a different

setting of the ice autoconversion parameter (DCS). In

these experiments with MG1.5 DCS5 250mm, while in

FIG. 2. Warm 1 (W1) case results for (a) cloud liquid mass (contour interval 0.4 g kg21), (b) surface precipitation

rate, (c) warm rain mass (contour interval 0.16 g kg21), and (d) rain number (contour interval 6 3 104 kg21) from

MG2 (solid) and M2005 (dashed).
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MG2 DCS 5 90mm to reduce ice cloud mass for radi-

ative energy balance in global simulations. A simulation

using MG2 with DCS 5 250mm (black in Fig. 6) has

nearly the same relative humidity (Fig. 6a) and identical

ice mass (Fig. 6b: the black and blue dotted lines over-

lap) as MG1.5. There are significant differences for the

precipitation mass, but in all schemes it sublimates be-

fore hitting the ground. All schemes form a cloud in

a similar layer, but have very different precipitation

properties.

c. Time step sensitivity

Next we explore the sensitivity of the MG2 scheme to

time step. For these tests, the number of vertical levels is

reduced to 6 (500m per level). We use the same initial

profile as the W1 case, but we set zero vertical air

velocity and instead apply a fixed condensation rate of

53 1027 kg kg21 s21. All four hydrometeors (liquid, ice,

rain, and snow) sediment in the microphysics. They are

advected by grid scale vertical air motion in the dy-

namical core (not in the microphysics). Since the ther-

modynamic and dynamic fields resolved by GCMs vary

slowly compared to those in high-resolution models, this

setup is more applicable to GCMs. GCMs apply a con-

stant condensation rate over long (10–30min) time steps

like this steady forcing case. Figure 7a indicates that the

MG2 parameterization is relatively insensitive to time

step out to 120 s for cloud liquid mass. Here the control

case has different time steps: DT 5 1 s. Differences are

also clear in rain mass (Fig. 7c). The varying solution

with time step seems to occur because of sedimentation.

Numerical stability is assured by substepping, but for

a 5m s21 fall speed, rain can fall through a 500-m grid

box in 100 s (Fig. 1) and hence can fall several levels

without undergoing evaporation or other microphysical

processes, since only sedimentation is substepped and

not the rest of the microphysical calculations. Thus, we

would expect solutions may be different beyond a 100-s

time step, especially for rain mass (Fig. 7c) and rain

number (Fig. 7d). Different rain mass then affects cloud

water through accretion (Fig. 7f), which subsequently

alters autoconversion (Fig. 7e) and accretion rates.

Precipitation rate (Fig. 7b) approaches the same value

regardless of time step, as it is a function of the con-

densation rate. The oscillations that appear in the first

period (up to 2 3 104 s) are a consequence of different

FIG. 3. Mixed 3 (M3) case results for (a) cloud liquidmass (contour interval 0.4 g kg21), (b) cloud ice mass (contour

interval 0.016 g kg21), (c) surface precipitation, and (d) rain mass (contour interval 1.2 3 1024 g kg21) from MG2

(solid) and M2005 (dashed).
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numbers of vertical levels (NZ); the NZ 5 6 setup, and

are not seen for NZ5 15 and higher vertical resolutions

(see below).

Perhaps more relevant for application of the scheme

in a GCM is to look at the sensitivity of the final liquid

water path (LWP) and precipitation rate over the last 2 h

for the steady forcing case (W0). LWP does not include

rainwater. Figure 8b indicates that the precipitation rate

in MG2 is insensitive to time step, varying by at most

10% and generally only a few percent. This is expected

since we use a constant condensation rate. However,

LWP (Fig. 8a) seems to increase with time step in all

schemes. Note that the precipitation rate in MG1.5 (the

only scheme with diagnostic precipitation) increases

more (40%), with a compensation from a smaller in-

crease in LWP. Thus MG1.5 precipitation seems more

sensitive to time step, again, likely due to the different

processes acting on falling precipitation in the diagnostic

versus prognostic treatment. The LWP increase in all

schemes is likely driven by the formulation of the KiD

test forced by constant condensation: the longer the time

step, the more condensation occurs in each step. This

means that, given a condensation rate, the microphysics

generates the same precipitation rate regardless of time

step, but the total condensation in each step is larger

(as is the total precipitation), resulting in a higher LWP

and reduced precipitation efficiency. For the steady

forcing case, in equilibrium the surface precipitation

rate must equal the vertically integrated applied con-

densation rate. Integrating the condensation rate over

the 3000-m vertical domain yields about 4.2mmh21,

similar to the precipitation rate in Fig. 8b. The role of

time stepping in the coupling between bulk condensa-

tion (treated outside of the microphysics code) and mi-

crophysics is explored further in Part II.

The other schemes perform similarly across time

steps. This is expected because the rain rate has to

balance the net condensation rate (which is about

4.2mmh21) in equilibrium. Note, however, that true

equilibrium cannot be achieved in these simulations

because there is no cooling applied to balance the net

latent heating associated with surface precipitation.

Nonetheless, the point is not to test schemes under exact

equilibrium but rather to test them under slowly varying

thermodynamic conditions (steady forcing). The final

precipitation rate is different for MG1.5, especially for

FIG. 4. Warm 1 (W1) case comparisons of temporally averaged (a) cloud liquid mass, (b) surface precipitation

rate (not temporally averaged), (c) rain mass, (d) rain number, (e) autoconversion rate, and (f) accretion rate from

MG2 (solid black), MG2-MOD (solid red), T2009 (dotted–dashed cyan), M2005 (dashed green), andMG1.5 (dotted

dark blue).
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shorter time steps, indicating a more significant de-

parture from equilibrium for this scheme. The treatment

of substepping with prognostic precipitation in MG2

(for CFL in sedimentation) will lead to differences

compared to diagnostic precipitation in MG1.5 (which

has a different treatment of sedimentation and is not

substepped in this way). Thus, we do not expect the

prognostic and diagnostic schemes to converge. MG2

has a reduced sensitivity compared to MG1.5 for the

precipitation rate in Fig. 8.

d. Vertical resolution sensitivity

Another aspect of sensitivity is with respect to vertical

resolution. Figure 9 shows sensitivity of the results for

cloud liquid mass to changes in vertical resolution for

the Warm 1 case and the MG2 scheme with a 1-s time

step. The NZ5 120 case is the same as the MG2 case in

Fig. 4. Results are very similar for this case from 120 to

30 levels, while the 15- and 6-level cases (200- and 500-m

vertical grid spacings) are different. These cases have

a difficult time resolving the peak in cloud mass in the

W1 case (Fig. 9a). This translates through the other

microphysical quantities: the cases from 120 to 30 levels

are very similar while the lower-resolution cases are

different. It is likely that the differences are due to the

coarse vertical averaging of the initial temperature and

humidity profile for this case (which features a humid

layer from 600- to 2000-m altitude). For the six-level

(500-m resolution) case, the vertical features are not

sufficiently resolved, so the results are different.

Table 2 illustrates the average LWP and total pre-

cipitation, as well as the precipitation efficiency (PE)

estimated from the total saturation adjustment such that

PE5R/Qsat, whereR is the time integrated rain rate and

Qsat is the time and vertically integrated net condensa-

tion rate. The results indicate a sensitivity of LWP to

vertical resolution, with higher LWP at higher vertical

resolution. The total integrated precipitation varies by

20%–30%, but notmonotonically. PE is fairly constant at

all vertical resolutions. Except for the NZ 5 15 (200m)

case, the precipitation efficiency is within 10%. Vertical

resolution sensitivity of PE is higher in MG1.5; it varies

between 0.16 and 0.04 and is also not monotonic.

Sensitivity to vertical resolution is also examined for

the steady forcing (W0) case (Fig. 10). HereDT5 1 s for

all cases, so the NZ5 6 case corresponds to the DT5 1

case in Fig. 7. The final rain rate is sensitive to vertical

resolution (Fig. 10b) for NZ5 15 or 6 (200 or 500m), but

FIG. 5. Mixed 3 (M3) case comparisons of temporally averaged (a) cloud liquidmass, (b) cloud ice mass, (c) surface

precipitation (not temporally averaged), and (d) rain mass from MG2 (solid black), MG2-MOD (solid red), T2009

(dotted–dashed cyan), M2005 (dashed green), and MG1.5 (dotted dark blue).
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fairly insensitive for NZ 5 30 to 120 (100 to 25m).

However, the cloud liquid mass changes significantly

(Fig. 10a), mostly due to not resolving the thin cloud

layer at the top of the simulation induced by the balance

of condensation and autoconversion and accretion. The

rain mass (Fig. 10c) is fairly constant with resolution

except at the top and bottom level, and depends mostly

on accretion (Fig. 10f), which is an order of magnitude

higher than autoconversion (Fig. 10e). Rain number

(Fig. 10d) is strongly dependent on autoconversion.

The vertical sensitivity of the final (‘‘near-equilibrium’’)

LWP and rain rate for all of the different microphysics

schemes is illustrated in Fig. 11. MG2 and M2005 have

nearly identical performance across vertical spacings

from 25 to 500m (from NZ 5 120 to 6). There are de-

creases in LWP with decreasing vertical resolution (in-

creased spacing) for all the schemes, less so in T2009 but

more so in MG1.5 (Fig. 11a) at small spacings (,200m),

and increases in LWPwith larger spacings. The final rain

rate is also sensitive to resolution (Fig. 11b) in almost

exactly the same way in MG2, M2005, and T2009 (the

three schemes with prognostic precipitation). These

differences map into the differences in cloud liquid mass

seen in Fig. 10. Departure from true steady-state condi-

tions, as noted above, is reflected by some differences in

the final surface precipitation rate. Moreover, the con-

stant condensation rate (specified in kgkg21 s21) is ap-

plied at different levels as the vertical resolution is

modified, leading to small differences in the vertical in-

tegral of condensation rate by ;2%.

On the whole, the new scheme has limited sensitivity

across nearly a range of magnitude in vertical resolution

up to GCM resolution in the lower atmosphere, and

across two orders of magnitude in time step at least to

900 s, as long as basic numerical stability criteria are

satisfied.

5. Sensitivity and process rates

We now explore the sensitivity of the scheme to per-

turbations in cloud droplet and crystal number concen-

trations and analyze the process rates for warm rain

formation. As noted by Gettelman et al. (2013), the

relationship between the autoconversion of drops to

FIG. 6. Ice 1 (I1) cirrus case comparisons of temporally averaged (a) relative humidity, (b) cloud ice mass, (c) snow

mass, and (d) snow number from MG2 (solid black), MG2 with DCS = 250mm (solid red), T2009 (dotted–dashed

cyan), M2005 (dashed green), and MG1.5 (dotted dark blue).
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precipitation and accretion of drops by precipitation in

MG1.5 indicates higher relative and absolute rates of

autoconversion. The parameterization of Khairoutdinov

and Kogan (2000) assumes autoconversion is inversely

related to droplet number (N21:79
c ), but increases with

cloud mass (q2:47c ), while accretion is a function of cloud

and rain mass [(qcqr)
1.15]. If Nc is constant, unless qr

is large, then autoconversion will remain important

even at large LWP. This is seen in the simulations by

Gettelman et al. (2013) in CAM5, and may result

from the diagnostic treatment of precipitation in MG1.5

(small qr seen by the microphysics; e.g., Fig. 4c). This

FIG. 7. MG2 fixed condensation rate (W0) case comparisons of temporally averaged (a) cloud liquid mass,

(b) surface rain rate (not temporally averaged), (c) rain mass, (d) rain number, (e) autoconversion rate, and

(f) accretion rate from different time steps with NZ5 6 (DZ5 500m). Lines indicate different time steps (DT) from

1 to 900 s as noted in the legend.

FIG. 8. Steady-state (W0) case (a) LWP and (b) rain rate vs time step for MG2 (solid purple), MG1.5 (dotted cyan),

M2005 (dashed yellow-orange), and T2009 (dotted–dashed red).
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may also affect the sensitivity of the scheme (pre-

cipitation and total water path response) to perturba-

tions of drop number. We examine this in more detail

below. Note that we are focusing in this work on just

MG2 (and differences from MG1.5). A more complete

analysis of process rates and sensitivity to droplet

number in M2005 and T2009, as well as other schemes,

has recently been provided by Hill et al. (2014, manu-

script submitted to J. Adv. Model. Earth Syst.).

a. Effect of cloud droplet and crystal number

First we examine the effects of changing drop and

crystal number concentrations in the simulations. These

are specified in the microphysics used in the KiDmodel,

as a proxy for aerosols. High drop numbers are asso-

ciated with high aerosol loading yielding large numbers

of cloud condensation nuclei (CCN) and ice nuclei

(IN). The process rates in the microphysical parame-

terization are dependent on both cloud mass and

drop number. Autoconversion of cloud to rain drops

is assumed to be an inverse function of number

(Khairoutdinov and Kogan 2000), so increasing drop

number should reduce precipitation and increase cloud

liquid mass, all else being equal. This is clearly illus-

trated in Fig. 12 for the W1 case with MG2. Drop

number concentration is varied from 10 to 2000 cm23.

The Nc 5 100 cm22 case is the same as the control MG2

case in Fig. 4 and the NZ 5 120 and DT 5 1 for the W1

FIG. 9. MG2W1 case comparisons of temporally averaged (a) cloud liquid mass, (b) surface rain rate (not tem-

porally averaged), (c) rain mass, (d) rain number, (e) autoconversion rate, and (f) accretion rate with different

numbers of vertical levels (NZ): NZ5 120 (solid black), NZ5 60 (dotted purple), NZ5 30 (dashed dark blue), NZ5
15 (dotted–dashed light blue), and NZ 5 6 (solid green). All have DT 5 1 s.

TABLE 2. Vertical resolution sensitivity: MG2 Warm 1 case, DT 5 1 s. Values are temporal averages for LWP, and integrated total for

precipitation.

Vertical spacing (m) No. of levels LWP (kgm22) Total precipitation (kgm22) Precipitation efficiency

25 120 0.84 0.87 0.33

50 60 0.82 0.88 0.33

100 30 0.78 0.90 0.36

200 15 0.61 0.65 0.26

500 6 0.62 0.76 0.36
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MG2 case in Fig. 9. As drop number increases, cloud

mass (Fig. 12a) increases, while surface precipitation

(Fig. 12b) decreases. Precipitation mass (Fig. 12c) and

number (Fig. 12d) also decrease, as do autoconversion

(Fig. 12e) and accretion (Fig. 12f).

The effect of altering ice crystal number concentra-

tion (Ni) in MG2 is illustrated in Fig. 13 for the M3 case

with constant Nc 5 100 cm22. Increasing ice number

increases ice mass (Fig. 13b). However, it has a larger

absolute effect on liquid cloud mass (Fig. 13a): increasing

FIG. 10. MG2 constant condensation (W0) case comparisons of temporally averaged (a) cloud liquid mass,

(b) surface rain rate (not temporally averaged), (c) rain mass, (d) rain number, (e) autoconversion rate, and

(f) accretion rate fromdifferent time steps withNZ5 120 (solid black), NZ5 60 (dotted dark blue), NZ5 30 (dashed

cyan), NZ 5 15 (dotted–dashed green), and NZ 5 6 (solid orange). DT 5 1 s for all.

FIG. 11. Steady-state case (a) LWP and (b) rain rate vs vertical resolution for MG2 (solid purple), MG1.5 (dotted

cyan), M2005 (dashed yellow-orange), and T2009 (dotted–dashed red).
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ice mass and ice number decreases liquid cloud mass

substantially. Precipitation at the surface (Fig. 13c) and

suspended rain mass (Fig. 13d) also decrease with in-

creasing ice number, likely because of the reduced cloud

liquid mass.

Note how a small absolute change in ice mass

(0.03 g kg21) results in larger absolute (0.20 g kg21)

changes in liquid mass. In the microphysics, higher ice

number and mass means a more active vapor deposition

process (larger tendency) and this reduces the remaining

liquid via the Wegener–Bergeron–Findeisen mecha-

nism. Ice falls out rapidly as it grows and depletes vapor

and liquid rapidly. The relative change in ice and liquid

mass is about the same.

Precipitation efficiency (PE) is another metric of the

balance of microphysical process rates. PE is defined as

the integrated surface precipitation rate divided by the

time integrated total condensation rate in Figs. 14a and

14d.We also plot the mean liquid water path (Figs. 14b,e)

not including rain and the total time integrated surface

precipitation (Figs. 14c,f). Note that integrated total con-

densation rate and integrated precipitation at the surface

are different (by the evaporation). Quantities are plotted

from MG1.5 and MG2 as a function of drop number

concentration in Fig. 14. Each point represents one fixed

drop number concentration run (simulations in Fig. 12).

As expected in this kinematically constrained case,

precipitation efficiency decreases with increasing num-

ber concentration (Fig. 14a). This also occurs with

MG1.5 (Fig. 14d). Some of the cases are different. For

theW1 case, the PE decrease with LWP (dPE/dLWP) is

smaller with MG2 than MG1.5, while the other cases

(W2 and W3) are about the same, although MG2 has

more nonzero PE (owing to higher precipitation rates)

up to higher number concentrations in these cases.

Stated another way, PE tends to be higher for a given

LWP in MG2 than MG1.5.

Notably, the mean LWP increases at a more gradual

rate with number concentration in MG2 from MG1.5

(Figs. 14b,e). The increase can also be seen in Fig. 12,

which uses the same simulations. At lower number

concentrations (,100 cm23), MG2 appears to have

lower LWP sensitivity to drop number. This is also true

of total surface precipitation (Figs. 14c,f). Total pre-

cipitation falls with increasing number concentration in

MG2 and MG1.5. Case W1 has higher precipitation for

larger LWP in MG2, while cases W2 and W3 are similar

between MG1 and MG2.

FIG. 12. Warm 1 (W1) case comparisons with MG2 of temporally averaged (a) cloud liquid mass, (b) surface rain

rate (not temporally averaged), (c) rain mass, (d) rain number, (e) autoconversion rate, and (f) accretion rate with

different number concentrations (colored lines) from 10 to 2000 cm23.
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We have also examined PE, LWP, and total pre-

cipitation in M2005 and T2009 as a function of changing

droplet number concentration. Results look qualita-

tively and quantitatively similar to MG2, with PE

highest for low number concentrations at about 0.6, 0.2,

and 0.1 for cases W1, W2, and W3 respectively. Mean

water path (LWP) also increases at a steady rate in

M2005 and T2009, and total precipitation declines with

number concentration to near zero precipitation at

1000 cm23.

b. Process rates

Finally, we examine the detailed process rates gov-

erning precipitation formation in MG2. The funda-

mental task of the microphysical parameterization is to

speciate and partition cloud condensate, and to calculate

the precipitation processes. Precipitation is a sink for

cloud condensate. Focusing on the warm rain process,

the collision and coalescence of cloud droplets to form

embryo rain drops is parameterized by the auto-

conversion of cloud to rain. The accretion process rep-

resents the collection of cloud droplets by existing rain

drops. Gettelman et al. (2013) show how the GCM

version of the MG1.5 microphysics seems to have

significantly more autoconversion at a given liquid

water path than calculations from observed drop size

distributions.

This is illustrated for the warm rain cases (W1–W3) in

Fig. 15. The accretion and autoconversion rates are ver-

tically averaged, and the ratio is averaged across the en-

tire cloud layer for each case, and compared to the

average liquid water path (without rain). The different

fixed number concentration simulations have a diversity

of LWP (Fig. 12a). In MG2 (Fig. 15a), accretion domi-

nates over autoconversion, but not for MG1.5 (Fig. 15b).

In general, the ratio of accretion to autoconversion is

much higher in MG2 than MG1.5 (Fig. 15) because the

accretion rate is a function of the cloud liquid mass and

rain mass, while the autoconversion rate is a function of

the cloud liquid mass and number (Khairoutdinov and

Kogan 2000). So with prognostic rain, accretion is in-

creased substantially relative to autoconversion in MG2

(Fig. 15).M2005 (Fig. 15c) is very similar toMG2. For the

W1 case, T2009 (Fig. 15d) is also similar to MG2 and

M2005. For the W2 and W3 cases, accretion increases

even more rapidly with LWP. A similar result can be

obtained by varying the updraft speed to get different

liquid water paths rather than the number concentration.

FIG. 13. Mixed 3 case comparisons with MG2 of temporally averaged (a) cloud liquid mass, (b) cloud ice mass,

(c) surface rain rate (not temporally averaged), and (d) rain mass with different number concentrations for ice

crystals (colored lines) from 10 to 2000L21. Fixed drop number of Nc 5 100 cm22.
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6. Summary and conclusions

We have added prognostic precipitation to the exist-

ing microphysical scheme of MG2008 for use in global

climate models. The scheme has been tested in an offline

driver and compared to the original version with di-

agnostic precipitation (MG1.5) as well as two other

schemes developed for cloud and mesoscale models

(M2005 and T2009). The scheme is similar to M2005,

and with appropriate constraints can recover nearly

identical solutions for warm rain cases to M2005. Be-

cause the evaporation of rain number and the sedi-

mentation and substepping of processes is not the same

between MG1.5 and MG2, we do not expect them to

converge even at longer time steps.

We have tested sensitivity to time step and vertical

resolution. The time step sensitivity is bound up with

interactions between the condensation and microphys-

ics. When forced with a steady condensation rate, MG2

produces limited sensitivity of surface precipitation for

FIG. 14. Warm 1 (W1: black solid), Warm 2 (W2: purple dotted), andWarm 3 (W3: blue dashed) case comparisons

of drop number sensitivity of (a),(d) precipitation efficiency, (b),(e) liquid water path (not including rain), and (c),(f)

integrated total precipitation, using (left) MG2 and (right) using MG1.5.

1284 JOURNAL OF CL IMATE VOLUME 28



time steps from 1 to 900 s, approaching the time steps

used in a GCM (which has similar steady condensation

rates over a time step). In addition, all the different

schemes with prognostic precipitation in this case pro-

duce nearly the same final (quasi-equilibrium) pre-

cipitation rate for time steps of 300 s or less. Note that

these simulations were not in exact equilibrium, espe-

cially for MG1.5, which explains differences in the final

precipitation rate. MG1.5 exhibits more sensitivity of

surface precipitation rate to time steps longer than 300 s

than the other schemes with prognostic precipitation.

MG1.5 has a smaller precipitation rate for time steps

below 300 s. LWP, however, increases monotonically

with time step in all of the schemes (except for MG1.5 at

time steps shorter than 300 s).

Sensitivity to vertical resolution is low between 25 and

100m with prognostic precipitation (all schemes except

MG1.5). At 200- and 500-m vertical grid spacing, results

vary. This is partially due to differing representations of

the initial thermodynamic profiles at lower resolution. It

is not clear that there is a problem with the microphysics

in this case, as performance (sensitivity) of the three

schemes with prognostic precipitation (M2005, T2009,

and MG2) is nearly identical across vertical resolutions.

The temporally averaged precipitation rate is similar,

but the peak in precipitation rate is higher and earlier at

higher vertical resolution. This may indicate that sig-

nificantly higher vertical resolution is necessary, at least

for large updrafts (2m s21). However, these rarely occur

in the large grid boxes of GCMs.

This work has shown considerable consistency be-

tween microphysics schemes designed for global models

when tested for idealized cases with a specified flow field

or condensation rate and fixed Nc and Ni. This is true

primarily for warm rain processes in the three schemes

with prognostic precipitation (MG2,M2005, and T2009),

while there are larger differences for the ice phase for the

M3 and I1 cases. The initiation of rain processes may

vary, but the time step and vertical resolution sensitivity

of LWP and rain rate are quite similar. On the other

hand, MG1.5 with diagnostic precipitation is very dif-

ferent compared to the other three schemes. Major dif-

ferences in cloud properties between MG1.5 and MG2

are likely for precipitating regimes.

The new scheme (MG2) produces an expected re-

sponse to cloud droplet number perturbations in the

absence of microphysics–dynamics feedbacks. Pre-

cipitation is reduced and cloud mass increases with

FIG. 15. Warm 1 (W1: black solid), Warm 2 (W2: purple dotted), andWarm 3 (W3: blue dashed) case comparisons

ofmeanLWPvsAc/Au ratio using simulationswith differentNc to provide variance in LWP for (a)MG1.5, (b)MG2,

(c) M2005, and (d) T2009.
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increasing cloud droplet number concentration, largely

by a reduction in the number-dependent autoconversion.

Mixed phase clouds aremore complicated. Changes in ice

number significantly alter ice mass, and this also strongly

affects liquid mass, with much larger mass changes in

liquid than ice, but about the same relative changes in-

duced by different crystal numbers. This highlights the

challenge of representing mixed phase processes in mi-

crophysical schemes. Ice mass is dependent on ice nu-

cleation, as well as drop concentration, among other

cloud properties.

Finally, the relationship between key process rates in

MG2 andMG1.5 is different.MG2hasmore precipitation.

The precipitation efficiency generally changes less with

number concentration than MG1.5 (PE in MG2 is higher

for a given drop number concentration). The relationships

between autoconversion and accretion are substantially

different between MG1.5 and MG2. As expected, addi-

tion of prognostic precipitation increases accretion and

decreases autoconversion. Accretion increases strongly

relative to autoconversion aswell withLWP, similar to the

findings of Posselt and Lohmann (2009).

These relationships hint that the sensitivity of the

MG2 schememay be lower thanMG1.5 to perturbations

in cloud droplet number (e.g., by changing aerosol

loading), particularly for low drop concentrations (Nc ,
100 cm23). The relationship of precipitation efficiency

and mean LWP with number concentrations are consis-

tent with this result. We examine the impact on model

physics in single column and global frameworks in Part II

of this work.
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