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a b s t r a c t

The use of spatially varying eddy diffusivities is explored with the extended Gent–
McWilliams (eGM) closure for both passive tracers and potential vorticity (PV). Numerical
experiments are conducted with a wind-forced isopycnal channel model. It is shown that,
the eGM closure with eddy diffusivities derived from a high-resolution reference solution
produces the best results compared to the reference solution in terms of the thickness,
PV profiles and volume fluxes. The use of spatially varying eddy diffusivities also removes
the unphysical reverse jets near the channel walls shown by the eGM with constant eddy
diffusivities.
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1. Introduction

The Gent–McWilliams (GM, Gent and McWilliams [1]; Gent et al. [2]; Gent [3]) closure is an essential component of
non-eddy-resolving global oceanmodels used to study climate. GM serves as a surrogate for the baroclinic instability that is
largely responsible for the existence of mesoscale eddies which, in turn, transport a substantial amount of heat polewards.
The closure is based on the fundamental assumption that the eddy transport should be down the thickness gradient, and
along, not across, isopycnal surfaces. GM is used in conjunctionwithmixing along isopycnal surfaces that was formalized by
Redi [4]. While the closure has seen widespread success in oceanmodeling since its introduction (see e.g. [5,6] amongmany
others), there are also aspects of the closure that suggest improvements are possible. For example, inmany implementations
of GM (exceptions will be discussed below), the closure depends on two parameters, the thickness diffusivity and the
isopycnal diffusivity, which are frequently taken as constants in the horizontal and vertical directions. It is natural to ask
whether spatially varying parameters are more appropriate.

Many efforts have beenmade to determine and implement spatially-varying GMparameters. One of the first was Visbeck
et al. [7] who proposed that the closure parameter is proportional to the square of the width of the baroclinic zone divided
by the time scale determined from the Coriolis parameter and the local Richardson number. There are too many proposals
to provide a complete list here. However, very recently Farneti and Gent [8] use the GFDL CM2.1 climate model to test a
spatially varying formulation of the eddy-induced advection parameter that is proportional to the vertical average of the
horizontal gradients of the potential density field. Hofmann and Morales Maqueda [9] test a formulation close to that of
Visbeck et al. [7] in a global ocean model. Both Farneti and Gent [8] and Hofmann and Morales Maqueda [9] confirm that a
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spatially varying formulation of the eddy diffusivity parameter helps to reproduce the insensitivity of the Southern Ocean
circulation to strongly intensified Southern Hemisphere westerlies seen in eddy-resolving models.

There is also a long history suggesting the parametrization of mesoscale eddy transport should be based on mixing of
the potential vorticity (PV) field, due to its tracer like property; e.g. [10–15]. Ringler and Gent [16] extend the standard
GM closure to the momentum equations utilizing the similarity between the PV equation and the equation for a tracer.
Energetic analysis shows that, in an adiabatic system with the extended GM closure, the total energy is conserved up to a
small error proportional to the temporal changing rate of the bolus velocity (see Eq. (17) therein). The last point is essential
because it implies that the extended GM closure preserves the conversion between the available potential energy (APE) and
the kinetic energy (KE), up to a small error term. It is well known that the standard GM closure provides a monotone APE
sink. The extended GM closure is evaluated in a three-layer isopycnal model for the Antarctic Circumpolar Current (ACC).
The standard GM (labeled GMST therein), the extended GM (labeled GMPV therein), together with the standard GM closure
with the eddy induced PV transport only (labeled PVBL therein) are applied in the 62.5 km low resolution simulations, and
the results are compared to the 10 km reference solution. The performance of the various eddy closures is evaluated in
terms of the time mean and zonal mean of the zonal jet velocity and of the PV. The authors come to the conclusion that the
extended GM configuredwith a small eddymixing coefficient (250m2/s) is marginally better than the other configurations.
However, the extendedGM simulations show strongwestward currents along the southern and northern boundaries that do
not appear in the high-resolution simulation. The authors conjecture that using spatially varying eddy diffusivities that, in
particular, vanish near the boundaries can remedy this deficiency for the closure. Amuch broader question, which is implicit
but left un-explored in [16], is whether using spatially varying eddy diffusivity has any merit in simulating the world ocean.

The goals of this work are two-fold. The first is to test the hypothesis made in [16], namely that using spatially varying
eddy diffusivities can remedy the deficiency of the extended GM closure mentioned above. For this study, we derive the
spatial distribution of the eddy diffusivity using a high-resolution, eddy resolving simulation. Second, in a general setting,
we want to answer the question whether using spatially varying eddy diffusivities can improve overall the results of model
simulations that do not permit mesoscale eddies. We approach these questions with a set of controlled simulations using a
three-layer isopycnal model for the ACC. A 10 km simulation of the model will provide the reference solution for this study.
The goal of any subgrid parametrization is to replicate certain features of a high resolution simulation in a low resolution
setting. For the latter, we use a 125 kmmesh so that the mesoscale eddies are not resolved. In the current study, we do not
develop or test any premises on the formulation of the eddy diffusivity. Instead, we use the high resolution data to derive the
point-wise eddy diffusivities for each layer, and then feed the derived parameters into the low resolution simulations. We
note that a similar approach has been taken in [15], also in a channel domain, although his model is for zonally-averaged
quantities and uses a different forcing technique than wind forcing. Care has to be taken with this approach because the
parameters derived from the high resolution simulation may have deficiencies (e.g. negative diffusivities) that render the
low resolution simulations oscillatory or even unstable.

2. The extended Gent–McWilliams (eGM) closure

A three-layer isopycnal system
For this study, we employ an adiabatic three-layer isopycnal model described by three sets of equations, one for each

layer, 

∂hi

∂t
+ ∇ · (hiui) = 0,

∂ui

∂t
+ hiqik × ui = −∇


φi

ρ0
+ Ki


+ Di + Fi,

∂

∂t
(hiσi) + ∇ · (hiσiui) = 0,

(1)

where i = 1, 2, 3 is the layer index starting at the ocean surface. The prognostic variables hi, ui and σi denote the layer
thickness, horizontal velocity, and some tracer respectively, and the diagnostic variables qi, φi and Ki denote the potential
vorticity, Montgomery potential and kinetic energy, respectively, and they are defined as

qi =
∇ × ui + f

hi
, i = 1, 2, 3,

Ki =
1
2
|ui|

2, i = 1, 2, 3,

φ1 = p0 + ρ1g(h1 + h2 + h3 + b),
φ2 = φ1 + (ρ2 − ρ1)g(h2 + h3 + b),
φ3 = φ2 + (ρ3 − ρ2)g(h3 + b),
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with p0 denoting the surface pressure and b the bathymetry;Di denotes the horizontal viscous diffusion, which usually takes
the form of harmonic or biharmonic diffusion. The external forcing term Fi for each layer is specified as follows,

Fi =


τ

ρ1h1
(wind stress), i = 1,

0, i = 2,
−d (bottom drag), i = 3,

(2)

where τ is the surface wind stress. This continuous model of the adiabatic ocean isolates both mass and PV into individual
layers. The conservative form of (1)(a) clearly shows that mass can be redistributed within a layer via the ∇ · (hiui) term,
but cannot be exchanged between layers. Similarly, if we take the curl of (1)(b) and combine it with (1)(a), the PV equation
takes the form

∂

∂t
(hiqi) + ∇ · (hiqiui) = ∇ × (Di + Fi). (3)

Similar to the continuity equation, the PV transport term can move PV within a layer but cannot exchange PV between
the layers. While pressure can act to transfer momentum and energy between layers, the pressure gradient forcing is curl
free and, thus, does not transfer vorticity between the layers. The only source/sink of PV in the middle layer is horizontal
dissipation that, at least away from the boundary, should act to mix PV. As a result, a homogenized PV field [17] is the only
plausible equilibrium state for the middle layer.

In an adiabatic isopycnal system the standard Gent–McWilliams closure modifies the thickness and tracer equations to
be

∂hi

∂t
+ ∇ · (hiUi) = 0, (4)

∂

∂t
(hiσ i) + ∇ · (hiσ iUi) = ∇ · (κhi∇σ i), (5)

where hi and σ i are the mean (large-scale) thickness and tracer fields averaged over the scales related to mesoscale eddies.
The residual transport velocity, Ui, is defined as the sum of the mean velocity and the bolus velocity,

Ui = ui + u∗

i . (6)

The GM closure claims that u∗

i should be down the thickness gradient, i.e.,

u∗

i = −κ
∇hi

hi
. (7)

In practice, the coefficient κ is very often taken as a global constant, but in the model to be explored below, we will allow κ
to vary in space.

Exploiting the similarity between the PV equation and the equation for a passive tracer, Ringler and Gent [16] test an
extension to the GM closure (eGM, thereafter) to include a modification to the momentum equation. The modified PV
equation takes the form

∂

∂t
(hiqi) + ∇ · (hiqiUi) = ∇ · (κhi∇qi) + ∇ × (Di + Fi). (8)

In analogy to the RHS of (5), the right-hand side of (8) represents PV mixing due to the mesoscale eddies. The momentum
equation consistent with (8) is shown to be

∂ui

∂t
+ (f + ζ i)k × Ui + ∇φi + ∇K ′

i = k × (κhi∇qi) + Di + Fi, (9)

where ζ is the relative vorticity. This equation demonstrates that the bolus transport of PV can bemodeled in themomentum
equation by including the bolus velocity in the computation of the nonlinear Coriolis force. In addition, PVmixing ismodeled
by a skewed PV gradient on the RHS of the momentum equation.

Ringler and Gent [16] show via an energetic analysis that if the kinetic energy K ′ is defined as

K ′

i =
1
2
(ui · ui) + (ui · u∗

i ), (10)

then the total energy is conserved up to a small error proportional to ∂u∗

i /∂t (see equation (17) of Ringler and Gent [16]).
The last point is essential because it implies that the eGM closure preserves the conversion between the available potential
energy (APE) and the kinetic energy (KE), up to a small error term. As a result, the flow of energy within the eGM closure
better mimics true mesoscale eddies by transferring APE to KE.
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Ringler and Gent [16] also discuss in detail the shortcoming of the skewed PV gradient on the RHS of (9). The zonal
component of (9) reads

∂ui

∂t
− (f + ζ i)(vi + v∗

i ) +
∂φi

∂x
+

∂K ′

i

∂x
= −κhi

∂qi
∂y

+ Di + Fi. (11)

In large-scale geophysical flows, the PV field is generally dominated by the planetary vorticity field, and therefore, when
the flow is at rest with homogeneous layer thickness, the meridional PV gradient in (11) is reduced to −κβi, where β is
the meridional derivative of planetary vorticity. While such a westward force might be physically correct within regions
undergoing PV mixing via mesoscale eddies, it seems untenable to argue for such a force at the largest scales of ocean
circulation. In the idealized channel of limited meridional extent, Ringler and Gent [16] found anomalous westward jets
near the boundaries outside the region of wind-stress forcing due to the−κβi force. More generally, inclusion of this forcing
term in the model raises the issue of non-conservation of momentum [11,15]. Eden [15] proposes the inclusion of a gauge
term,which is calculated by balancing the domain integral of the eddymomentum flux. However, it is not clear whether this
should be done layer by layer, or just in the integral over all layers. Also, Eden [15] includes a linear viscous term in addition
to the eddy forcing, whereas in our model the viscous term is part of the eddy forcing. In this paper, we have chosen not to
include a gauge term, but to follow the hypothesis from [16] that κ be allowed to vary spatially. By allowing κ → 0 in regions
outside mesoscale mixing, the −κβi force is able to ‘‘turn off’’ in regions where eddies are not present. The primary goal of
this paper is to test this hypothesis. We will return to this momentum non-conservation issue in both Sections 3 and 4.

3. GM with spatially-dependent parameters

Model description with 10 km eddy resolving results
Themodel setup is very similar to that of Ringler andGent [16],which, in turn, ismodeled after the three-layer channelmodel
of McWilliams and Chow [18]. We repeat the details here for reference. The model is configured in a 2000 km × 1732 km
domain which is periodic in the zonal direction and bounded by solid walls on the northern and southern boundaries. The
β-plane approximation is used with f0 = −1.1 × 10−4 s−1 and β = 1.4 × 10−11 m−1 s−1. The model is made up of three
isopycnal layers with mean layer thickness of 500, 1250 and 3250m andwith densities of 1010, 1013 and 1016 kgm−3. The
system is forced by a zonal wind stress on the top layer with the form τ = τ0 exp(−(y − y0)2/r2) where τ0 = 0.1 Nm−2

and y0 is the meridional midpoint of the channel and r = 300 km. This force is balanced by a bottom drag of the form
d = 10−3u3|u3|/h3.

The numerical model is based on the Model Prediction Across Scales Ocean model (MPAS-O, Ringler et al. [19,20]). MPAS
employs a C-grid finite volume scheme that preserves energy to within time truncation error and the potential vorticity to
within machine round-off error.

We use a uniform 10 km hexagonal grid for the high-resolution reference simulation. The usual biharmonic diffusion
with a coefficient of 109 m4 s−1 is used in the momentum equation, and no other form of diffusion/parametrization is used
in the model. For this high-resolution simulation we use a time step 1t = 45 s with the fourth order Runge–Kutta method,
and run the simulation up to 200 years to ensure that an equilibrium state has been reached. Fig. 1 shows snapshots of the
PV field around year 200 for all three layers. The top panel shows ameandering jet that is a mixture of turbulent mixing and
Rossby wave motions. The color scales for the middle and bottom layers are adjusted to highlight the weak patterns in the
PV field in these layers. The largely monochrome interior of the middle layer shows a homogeneous PV field in the interior
of the ocean, consistent with Rhines and Young [17]. The bottom panel demonstrates a weak meandering jet and wave-like
motion due to the bottom drag.

For the purpose of data analysis, we take 360 samples evenly distributed between year 200 and 210. The zonal-mean of
the flow is close to being geostrophically balanced. This can be seen from Fig. 2. On the left panel is the timemean and zonal
mean Montgomery potential for each layer, and on the right panel is the time mean zonal mean of the zonal velocity for
each layer. The zonal velocities derived from the Montgomery potentials through geostrophic relations differ from the real
zonal velocities by a maximum of 18%.

On Fig. 3 are the meridional thickness profiles and the meridional thickness eddy fluxes for all three layers. The top and
bottom layers clearly demonstrate downgradient thickness fluxes in the jet region between 600 and 1400 km. The eddy flux
of themiddle layer is only about one fifth as large as the eddy fluxes of the top/bottom layers. Themiddle layer demonstrates
downgradient thickness fluxes in the half of the jet region closer to the pole and up-gradient thickness fluxes in the other
half of the jet region closer to the equator.

The goal of this article is to explore spatially varying coefficients for the GM closure, and we use data from the 10 km
high resolution reference simulation as a guide. In a re-entrant channel model the flow, and hence the GM coefficients, are
expected to be statistically identical in the zonal direction. A meridionally-varying GM coefficient κ can be calculated using
the time mean zonal mean of the thickness profiles and the thickness eddy fluxes through the formula

κ = −
h′v′

∂h/∂y
. (12)
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Fig. 1. Temporal mean of the potential vorticity for each layer around year 200. The colormaps for each plot are not the same. (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of this article.)

The thickness profiles in Fig. 3 are flat in certain places, in particular near the boundary in the top and bottom layers. In those
places the quotient on the right-hand side of (12) becomes extremely large and κ is singular. To remove the singularities, we
bound the thickness gradient ∂h/∂y by a quarter of the average slope of the meridional thickness profile, for each layer. The
resulting smooth eddy diffusivity κ , for each layer, is plotted in Fig. 4. The κ for the top and bottom layers are predominantly
positive, corresponding to the downgradient thickness eddy fluxes in these layers. The values are within the range between
0 and 2000 m2/s, consistent with results from the previous literature (e.g. [2]). The eddy diffusivity κ for the middle layer
is positive on the pole side and negative on the equator side of the channel midpoint.

Results from low resolution simulations
Ringler and Gent [16] shows that the eGM closure is marginally better than the standard GM, when the eddy transport
coefficient is assigned a constant 500 m2/s and the eddy mixing coefficient (κ on the right-hand side of (9)) is assigned a
smaller constant 250 m2/s. The motivation for the reduced parameter value is the strong reverse jet flows seen in the case
of eGM with a larger value 500 m2/s for the eddy mixing coefficient. This work aims to test the hypothesis from [16] that
this deficiency for eGM can be remedied by the use of spatially varying eddy diffusivities. The general model configurations
are listed in Table 1. The two model configurations studied in this work are the standard GM (referred to as GM) and the
extended GM (referred to as eGM). In GM, the large-scale thickness transport velocity u is replaced by the effective transport
velocity U. In eGM, both the large-scale thickness transport velocity and the velocity component involved in the nonlinear
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Fig. 2. Mean Montgomery potential and zonal velocity.

Fig. 3. Mean layer thickness (left) and meridional eddy thickness fluxes (right).

Coriolis forcing are replaced by the effective transport velocity U. A PV mixing is also included on the right-hand side of the
momentum equation (also see (9)).

The choices for the single parameter κ are listed in Table 2. The designation ‘‘const.’’ means that κ assumes a constant
value 400m2/s, while ‘‘derived pos.’’ means that κ for the top and bottom layers are derived from the 10 km high-resolution
reference simulations, with the negative numbers in them overwritten by zeros, and κ for the middle layer takes a constant
157 m2/s, which is simply the average value of the eddy diffusivities in the middle layer. These designations will be used in
the following discussion and in the figures.
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Fig. 4. Meridional eddy diffusivities derived from the mean meridional eddy thickness fluxes and the mean thickness profiles.

Table 1
Model configuration: equations. The transport velocity U is the sum of the mean velocity u and the bolus
velocity u∗ , and u∗ is parameterized as u∗

= −κ∇h/h.

Designation Thickness equation Momentum equation

GM ∂h
∂t + ∇ · (hU) = 0 ∂u

∂t + hqk × u + ∇(φ + K) = 0

eGM ∂h
∂t + ∇ · (hU) = 0 ∂u

∂t +hqk×U+∇(φ+K ′) = k×(κh∇q)

Table 2
Model configuration: the parameters. The κ in eGM are determined in the same way.

Designation Parameter determination

const. κ = 400 m2/s for all three layers
Derived pos. κ for top and bottom layers are derived from 10 km high-res. simulations, with negatives overwritten by

zeros; κ for the middle layer takes value 157 m2/s.

For the low resolution simulations we use a 125 km uniform hexagonal grid so that mesoscale eddies are not resolved.
The same numerical model based on MPAS is used, but with a biharmonic diffusion of 1.0 × 1013 m4/s and with one of the
configurations described above. We note that at this resolution, a biharmonic diffusion at the chosen level alone does not
lead to stable simulations, but it is included in the simulations to facilitate the cascade of potential enstrophy. In evaluating
the low resolution simulation results against the high resolution reference solutions, we choose the thickness, PV and zonal
velocities for the initial comparisons. These variables are related to each, and together they provide a relatively complete
picture of the channel flow.

Fig. 5 compares the time mean zonal mean thickness profiles of each low resolution simulation to those of the high
resolution reference solutions. In the top layer, the thickness curves from the ‘‘GM derived pos.’’ and ‘‘eGM derived pos.’’
simulations are fairly close to that of the 10 km reference solution for most of the channel except near the northern
boundary. In the bottom layer, clearly the thickness curve from the ‘‘eGM derived pos.’’ simulation is closest to that of the
reference solution. The middle layer is challenging. The reference simulation maintains a sloped thickness curve to support
a homogeneous PV field, whereas down-gradient GM parametrizations work to flatten the thickness curve. However, the
thickness curves generated by both of the eGM simulations are largely consistent with that of the reference solution. The
conclusions one can draw by comparing the timemean zonal mean PV profiles to those of the reference solution (see Fig. 6)
agree with those we have just laid out when comparing the thickness profiles. This is a result of the PV field predominantly
determined by the planetary vorticity and thickness fields. When evaluated as a whole, these comparisons show that
the eGM model configuration, combined with the ‘‘derived pos.’’ parameters, produce the overall best results in terms of
thickness and PV.
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Fig. 5. Mean thickness for each layer from the reference solution and the various low resolution solutions.

Fig. 6. Mean potential vorticity for each layer from the reference solution and the various low resolution solutions.

Fig. 6 also sheds lights on the impact of the PV gradient term in the momentum equation (11). The nearly y-independent
PV curves generated by eGMwith both types of coefficients in themiddle layer show that the PV gradient termcan effectively
shut itself off in the interior of the flow, when no external forcing is present, resulting in states close to the reference
solution. In the top layer, all the PV curves have apositivemeridional gradient throughout the channel. For the low-resolution
simulations, this means that the PV gradient on the RHS of Eq. (11) acts to slow down the jet, consistent with the role of the
mesoscale eddies in that regime. In the jet region (from 600 to 1400 km), the slope of the PV curves for the eGM simulations
is approximately 3× 10−13 m−2 s−1. With κ = 400 m2 s−1 and h = 600 m (both characteristic values of the jet region), the
RHS of Eq. (11) is approximately 7.2× 10−8 m s−2. In comparison, when the flow is at rest, the RHS of Eq. (11) is essentially
κβ , andwith the same value for κ it is approximately 5.6×10−9 ms−2. Hence, at equilibrium, the PV gradient termof Eq. (11)
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Fig. 7. Mean zonal velocity for each layer from the reference solution and the various low resolution solutions.

is amplified. The other leading terms in the equation are the Coriolis term f v1, which is approximately 2.8 × 10−7 ms−2

(with v1 about 2.5 × 10−3 ms−1 diagnosed from both high-resolution and low resolution simulations), and the external
forcing τ0/ρh, which is about 1.6× 10−7 ms−2. Therefore, the PV gradient term of Eq. (11) is insignificant at rest compared
to the external forcing, and at equilibrium, it amplifies and assists the Coriolis term to counterbalance the windstress.

The nearly y-independent PV in the middle layer means that a balancing gauge term in this layer, as suggested by
Eden [15], would be very small. A balancing gauge term in the upper layer would be much larger, but would still be
considerably smaller than the wind forcing and Coriolis terms. Therefore, we believe that the momentum non-conservation
in these eGM solutions is not a large problem, and that solutions where a gauge term evaluated layer by layer is included
would not be significantly different than those presented here.

Fig. 7 shows the timemean zonal mean of the zonal velocities for the low resolution and the high resolution simulations.
Overall, for each layer the GM simulations, regardless of the choice of the GM parameters, are able to produce higher
maximum velocities that are close to those of the reference solutions. But the jets generated by these low resolution
simulations are much wider than those in the reference flow. The jets generated by the eGM simulations are slower, but
with widths that are more comparable to those in the reference flow. The westward jets present near the boundaries in
the eGM simulation with constant coefficients are removed in the simulation with derived positive coefficients. It is also
worth noting that, across all three layers, the jets produced by eGM with constant coefficients lag behind those reference
jets by about 0.16 m s−1 in terms of the maximum speeds, and the jets produced by eGMwith derived positive coefficients
lag behind by about 0.3 m s−1, indicating that eGM is good at reproducing the baroclinic structures of the flow, and the
differences between the low resolution solutions and the high resolution reference solution are largely barotropic.

The initial evaluation so far shows that eGM with the ‘‘derived pos.’’ parameters performs slightly better than the other
model configurations, but it is not clear which configuration is best at reproducing the zonal velocities for the jets. We adopt
two additional metrics for the evaluation. The first metric compares how well these model configurations reproduce the
volume fluxes of the ACC, and the second metric compares how well these model configurations reproduce the thickness
profiles in terms of L2 norms. The first metric certainly has its physical relevance, and the second metric provides a
quantitative measure of the performance of various model configurations in reproducing the isopycnal structures in the
flow. These two metrics are complementary, because the volume fluxes are essentially determined by the end points of the
isopycnal curves when the flow is in geostrophic balance, which has been shown to be the case (see Fig. 2), and the L2-norm
measures the errors over the whole meridional span of the jet.

Fig. 8 compares the volume fluxes of each model configuration in all three layers to those of the reference solution.
Unsurprisingly, the two GM simulations over-estimate the volume fluxes in all three layers. In the middle layer, they over-
estimate the fluxes by over 67%, and by about 100% in the bottom layer. On the other hand, the two eGM simulations tend
to under-estimate the volume fluxes except for the eGM model with derived positive parameters in the top layer where it
slightly over-estimates the fluxes. Thismodel configuration under-estimates the fluxes by about 13% in themiddle layer and
by about 42% in the bottom layer. In Fig. 9, we plot the global L2 errors in the thickness profiles compared to the reference
solutions. Among the four model configurations listed in Tables 1 and 2, the eGM model with derived positive parameters
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Fig. 8. Comparison of volume fluxes across a vertical-meridional cross-section.

Fig. 9. Comparison of the L2 errors in the mean thickness for each layer.

consistently has the smallest errors for all three layers. Both the volume-flux and the L2-error metrics suggest that the eGM
model with derived positive parameters has the overall best performance.

The eGM momentum equation (9) contains two extra terms that are attributed to meso-scale eddies: the eddy PV
transport on the left-hand side and the eddy PV mixing on the right-hand side. It is natural to ask which one of them
contributes more to the improvement of the eGM model? The PV mixing on the right-hand side is necessary for stable
simulations at this level of resolution.We are left with the option of turning off the parametrization of the eddy PV transport
on the left-hand side. We call the resulting model PVDF. Compared to the eGMmodel with derived positive parameters, the
PVDF model with the same choice of parameters produces the same amount of volume flux in the top layer, and increased
volume fluxes in the middle and bottom layers (Fig. 8), which are also closer to those of the reference solutions. From this
we deduce that, in the middle and bottom layers, the eddy PV transport has the effect of decelerating the jets. The same
model configuration leads to a surge in the L2-errors in the thickness profiles for all three layers, which indicates that the
eddy PV transport is essential in getting the improved thickness profiles.

In our study two additional parameter variations are used but their results are not reported here either because they
are unacceptable or they are weaker than what we have presented. Nevertheless, we describe these variations here for the
purpose of record. In one of the variations, κ assumes values from the 10 km high resolution reference simulation verbatim
(see Fig. 4). In spite of the presence of negative values for the eddy diffusivity, the low resolution simulation is able to run
to completion, but the system is very sensitive to small perturbations, and its final state is drastically different from the
reference solution. In the other variation, κ assumes only positive values from the high resolution reference simulation;
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κ takes zero where the eddy diffusivity is negative. The difference between this variation and the ‘‘derived pos.’’ option is
in the middle layer: this variation assumes non-negative values from the high-resolution reference simulation while the
‘‘derived pos.’’ assumes a positive constant. The results from this variation are similar to those of ‘‘derived pos.’’ option, but
are slightly worse in reproducing the PV profiles in the top and middle layers (plots not shown).

4. Concluding remarks

Through a set of controlled simulations with a three-layer isopycnal model for the ACC, this study confirms a hypothesis
made in [16] that using spatially varying eddy diffusivities can remedy the deficiency of strong reverse jets near the channel
boundaries for the extended GM closure. In this general setting, the study also demonstrates that the extended GM with
eddy diffusivities derived from the high resolution reference simulation produces the best low resolution solution in terms
of the thickness and PV profiles and the volume fluxes across all three vertical layers.

Data from the high-resolution reference simulation show that the eddy diffusivities are mostly positive in the top and
bottom layers. This indicates that the eddy thickness fluxes are predominantly down the thickness gradients, consistent
with the fundamental assumption of the GM parametrization for the mesoscale eddy transport. The data also show that
the eddy diffusivities in the middle layer have mixed signs, contradicting the assumption of the GM closure. This suggests
that, in the ‘‘non-ventilated’’ interior of the ocean, care has to be taken when applying the GM closure. In this study, we
experiment with two options for the GM parameters in the middle layer, one with a small but positive constant and the
other with non-negative values derived from the high-resolution reference solutions. Both options lead to a PV field in the
middle layer that is like the planetary vorticity f and inconsistent with the theory of Rhines and Young [17]. An alternative
approach could be to apply a different type of closure in the middle layer, e.g. [14].

The basic premise of eGM is thatmesoscale eddies can be better parameterized by transporting andmixing PV in a fashion
similar to tracers. This can be accomplished by (1) using the residual velocity rather than the mean velocity in the Coriolis
force and (2) modifying the RHS dissipation to act on gradients of PV instead of vorticity. Both of these modifications are, in
essence, altering the forces applied to the mean momentum equation. However, as discussed in [11,15], strict adherence to
down-gradient PVmixing can violate conservation ofmomentum. The eGM closure used here is not free of this serious issue.
But, the numerical results of this work demonstrate that the PVmixing term of eGM is self-adjusting and self-limiting in the
sense that it is insignificant at rest, and at equilibrium it effectively shuts itself off in the interior of the flow, and amplifies
in the top layer to help counter-balance the windstress. Therefore, we have chosen not to balance the non-conservation
in the momentum equation because the PV mixing is not the dominant term in the top layer and is very small in the
middle layer. Thus, balancing the momentum conservation layer by layer would make a relatively small change to the
results presented in this paper. The recent analyses of Marshall et al. [21], Young [22] and Maddison and Marshall [23]
demonstrate that the correct modification of the momentum equation is not by parameterizing the forces directly, but
rather by parameterizing a stress tensor and applying its divergence to the momentum equation for the residual velocity.
This method assures conservation of momentum, energy and a PV based on the residual velocity.

This study is part of a project to develop scale-aware mesoscale eddy parametrizations for use in the next-generation
multi-resolution ocean models. Chen et al. [24,25] made the first step by developing and evaluating a scale-aware version
of the anticipated potential vorticity method in the idealized shallow water setting. There, the two-dimensional isotropic
turbulence theory is employed to derive a formulation for the coefficient for the Anticipated Potential Vorticity Method,
which depends on a single scale-invariant parameter. Experiments on a suite of multi-resolution grids show that the new
formulation is able to scale across the wide range of grid lengths existing on the grids and bring the potential enstrophy
spectrum curves throughout the inertial range evenly close to that of the reference solution. The current study takes a step
forward and evaluates the merits of spatially varying eddy diffusivities for the widely used GM closure in an isopycnal
model for the ACC. In this general setting, our study clearly demonstrates that using spatially-varying GM coefficients
leads to improvements in reproducing certain features such as thickness profiles and volume fluxes of the high-resolution
simulation. In the current study, we take the most direct approach by deriving the eddy diffusivities from a high-resolution
reference simulation, which we will not have the luxury of replicating in real ocean simulations. Hence it will be necessary
to test some of the many formulations for the GM coefficient that depend on the state of the flow and the local grid scales,
such as Green [26]; Stone [27]; Visbeck et al. [7], Treguier et al. [12] and Eden [28], but this is not attempted in this paper.
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