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ABSTRACT

This paper describes the global ocean component of the NCAR Climate System Model. New parameterizations
of the effects of mesoscale eddies and of the upper-ocean boundary layer are included. Numerical improvements
include a third-order upwind advection scheme and elimination of the artificial North Pole island in the original
MOM 1.1 code. Updated forcing fields are used to drive the ocean-alone solution, which is integrated long
enough so that it is in equilibrium. The ocean transports and potential temperature and salinity distributions are
compared with observations. The solution sensitivity to the freshwater forcing distribution is highlighted, and
the sensitivity to resolution is also briefly discussed.

1. Introduction

Over the last two or three years, scientists at the Na-
tional Center for Atmospheric Research (NCAR) have
been building the initial configuration of a comprehen-
sive Climate System Model (CSM). The initial release
in May 1996 consisted of an atmospheric general cir-
culation model, CCM3, a land surface model, a sea-ice
model, and a global ocean model. The purpose of this
paper is to describe the global ocean model and to show
the results and sensitivities when it is run in ocean-alone
mode forced by the observed climatological annual cy-
cle of atmospheric conditions. However, the freshwater
surface flux needs to have a term that restores to ob-
servations in order to keep the salinity field stable, but
the coefficient is quite small.

Building the NCAR CSM Ocean Model has been a
collaborative effort by many members of NCAR’s
Oceanography Section. In designing this model, we de-
cided to start with the widely used Geophysical Fluid
Dynamics Laboratory (GFDL) MOM 1.1 z-coordinate
model and incorporated two new physical parameteri-
zations. It was clear that if the ocean model is to run
in a time comparable to CCM3 at the proposed reso-
lution of T42, then its resolution will not be eddy per-
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mitting. This resolution for the CSM was chosen so that
many decadal and some century runs could be achieved
in a reasonable time. Thus, we decided that the ocean
model should include the mesoscale eddy parameter-
ization described in Gent and McWilliams (1990) and
Gent et al. (1995). Its use results in considerable im-
provement in the simulations of noneddy-permitting
ocean models; see Danabasoglu et al. (1994) and Dan-
abasoglu and McWilliams (1995). It was also clear that
communication between the CSM atmospheric and
ocean models will be relatively frequent, and the initial
configuration interacts once per simulated day. This is
a much higher frequency than has been traditionally
used to force and spin up global ocean models. More
typically, the ocean forcing during spinup has been pre-
scribed as interpolation between monthly means. We
decided that an improved upper-ocean parameterization
was necessary to accurately represent the communica-
tion of high-frequency forcing to the ocean interior and
incorporated the upper-ocean boundary layer scheme
described and documented in Large et al. (1994). This
scheme is based on the K-profile parameterization
(KPP) due to Troen and Mahrt (1986), which was orig-
inally designed for atmospheric boundary layer studies.
In fact, the boundary layer schemes in CCM3 and in
the CSM Ocean Model are now both based on this KPP
scheme.

When the subgrid-scale parameterizations are modi-
fied to more accurately represent physical processes,
they may be less able to overcome or hide shortcomings
in other aspects of the model formulation. In particular,
with the parameterizations described above, the model
is much less dissipative and dispersion errors associated
with centered advection can lead to nonphysical tracer
values. The problems are most apparent in regions with
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steep topography and strong gradients in temperature
and salinity, such as the Denmark Strait overflow and
the Mediterranean outflow, and become more severe at
higher resolution. This is a well-known problem with
centered advection and led us to implement a new ad-
vection scheme. It is a third-order upwind scheme that
is implemented sequentially in all three spatial direc-
tions; see Holland et al. (1998). The scheme is one of
the simplest proposed by Leonard (1979), and results
in a simpler context are shown in Hecht et al. (1995).
This advection problem in MOM has been addressed
before because it shows up at high resolution even with
horizontal tracer mixing; see Gerdes et al. (1991) and
Farrow and Stevens (1995). Tests with the third-order
upwind scheme controlled the problem, so that these
much more computationally expensive schemes were
deemed unnecessary.

Several other numerical modifications were made to
MOM 1.1. Only one calculation of vertical velocity from
the continuity equation is performed, and it is on the
tracer grid; see Webb (1995). The artificial island at the
North Pole was removed to allow transpolar flow. Ad-
ditional terms due to Wajsowicz (1993) are included in
the viscous terms of the momentum equation. The ocean
code also contains a calculation of sea-ice formation
and melting that is absolutely necessary when it is run
with an active sea-ice model.

2. Model equations and specification

Full details of the model equations and specification
can be found in the technical note written by the NCAR
Oceanography Section (1996) for the model release.
This section will highlight the changes made to the stan-
dard MOM 1.1 model.

The model consists of the standard horizontal mo-
mentum, hydrostatic, and continuity equations of the
primitive equations solved in spherical coordinates. The
standard equations in MOM 1.1 for potential tempera-
ture u and salinity S have been modified to incorporate
the eddy parameterization of Gent and McWilliams
(1990) and the KPP boundary layer scheme of Large et
al. (1994). The new equation for u is

u 1 L(u) 5 R(k , u) 1 [k (u 2 g )] 1 H, (1)t I V z u z

with

1
L(u) 5 {[(u 1 u*)u] 1 [(y 1 y*)u cosf] }l f1 2a cosf

1 [(w 1 w*)u] . (2)z

In the above equations, R is the second-order diffusion
operator along isopycnals with the approximation of
small isopycnal slopes; see Redi (1982), Cox (1987),
and Gent and McWilliams (1990). This same approxi-
mation applied to diffusion normal to isopycnals gives
the vertical diffusion term in (1). Here gu is the KPP
nonlocal transport term and H is the penetrative com-

ponent of solar radiation plus latent heating due to sea
ice formation. The advection operator L contains an
additional advection by the eddy-induced transport ve-
locity, (u*, y*, w*), which is defined by

rk r k fI l Iu* 5 , y* 5 ,1 2 1 2a cosf r a rz zz z

r1 k k cosf rlI I fw* 5 2 1 , (3)1 2 1 2 1 2[ ]a cosf a cosf r a rz zl f

where r is the local potential density and kI is the iso-
pycnal diffusivity.

So far, the NCAR CSM Ocean Model has mostly been
run at two resolutions, which we have designated 32
and 33. The finer resolution, 32, has a uniform lon-
gitudinal resolution of 2.48. The latitudinal resolution
varies with the finest grid spacing being 1.28 near the
equator and at high latitudes (.608) and the coarsest
grid being 2.38 at 208N and 208S. The grid varies
smoothly between these extremes. The idea behind the
variable latitudinal grid was to provide finer resolution
near the equator where there are strong zonal jets that
have small meridional scales and to have almost rect-
angular grid boxes in midlatitudes between 208 and 608.
The 32 resolution has 45 levels in the vertical, which
are stretched in an exponential fashion. The top level
is 12.5 m deep and there are four levels in the upper
50 m of the ocean. The bottom level is the thickest at
about 250 m and the maximum depth of the ocean is 6
km. The results presented in this paper are obtained with
this 32 resolution, the same resolution used for CSM
coupled runs. The 33 resolution has a horizontal grid
that is 50% coarser than the 32 and has 25 vertical
levels with only three levels in the upper 50 m. We have
used the coarser 33 resolution to explore the model
sensitivity to the applied forcing, especially the fresh-
water and heat flux forcings, and to the values of the
model parameters; only a few cases were run with the
much more computationally expensive 32 resolution.
The 33 solutions are described in Large et al. (1997).

The 32 resolution has a closed Bering Strait so that
Europe, Africa, Asia, the Americas, and Greenland are
one continuous landmass. The Mediterranean Sea is re-
solved in the 32 (not in the 33) with a widened Strait
of Gibraltar. There are eight islands in the 32: Spitz-
bergen, Iceland, the Greater Antilles, Japan, Madagas-
car, Australia and New Guinea, New Zealand, and Ant-
arctica. The bottom topography was processed in the
following way. The 59 topographic data from the Na-
tional Oceanic and Atmospheric Administration Na-
tional Geophysical Data Center (Sloss 1988) were first
averaged onto a horizontal grid with twice the horizontal
resolution of the 32 grid. It was then smoothed five
times with a local, five-point Gaussian filter and, finally,
interpolated to the 32 grid. The active ocean has a
minimum depth of 50 m.

The 32 model configuration is run with a horizontal
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viscosity of 8 3 104 m2 s21 and an isopycnal diffusivity,
kI , of 600 m2 s21. In the ocean interior below the bound-
ary layer, the nonlocal transports gu and gs are zero
everywhere and the background value of vertical eddy
viscosity is 10 3 1024 m2 s21 and diffusivity, kV, is 0.3
3 1024 m2 s21. These values represent mixing due to
internal wave activity. They can be enhanced by local
vertical shear instability up to 50 3 1024 m2 s21 in stable
or neutral stratification, and up to 1000 3 1024 m2 s21

in statically unstable regions. A quadratic drag law is
applied at the bottom boundary with a drag coefficient
of 1023. The model time step is usually limited by the
diffusive stability limit at high latitudes because of the
converging meridians near the pole. To alleviate this
constraint, the horizontal viscosity and kI are both ta-
pered near the North Pole. The tapering starts at about
848N and the coefficients are both reduced to 6% of
their standard values at the pole. Wajsowicz (1993) has
shown that additional terms in the momentum equation
are necessary to ensure that solid-body rotation does not
produce a torque on the fluid when the horizontal vis-
cosity is spatially dependent. These terms are small but
have been added to the momentum equation. The usual
Fourier filtering in the MOM 1.1 code, which eliminates
the short zonal wavelength variability in the model fields
where the meridians converge, is also applied in the
region north of 848N. The artificial island at the North
Pole in MOM 1.1 has been removed and the pole is
treated consistently as a tracer point of the model Ar-
akawa B grid by considering it as a circular grid point.

The isopycnal diffusivity kI is also tapered toward
zero in two additional situations. The first is done for
purely numerical reasons when the isopycnal slope gets
large. In MOM 1.1, a maximum slope approach was
implemented to overcome the timestep limit in the ex-
plicit part of implementing the diffusion along isopyc-
nals. However, this implies mixing across isopycnals
when they are steep. An alternative approach is to re-
duce the diffusivity kI when the isopycnals are steep
but ensure that the diffusion is still along isopycnals,
and this is what has been implemented. The multiplying
factor is one for isopycnal slopes less than 1022 and
decreases to zero in the limit of vertical isopycnal sur-
faces.

Steep isopycnal surfaces mostly occur in the upper,
mixed layer of the ocean. This is where the KPP bound-
ary layer parameterization applies. The boundary layer
scheme specifies strong vertical mixing in the upper
ocean, which is in direct opposition to the eddy param-
eterization scheme that is trying to flatten isopycnals
and reduce the potential energy. This latter parameter-
ization really only applies in the stably stratified part of
the ocean below the boundary layer. The important
boundary layer motions are accounted for in the KPP
scheme by enhancements of the vertical mixing coef-
ficients. Thus, when the boundary layer is resolved and
explicitly handled in the ocean model, it is appropriate
to turn off the eddy parameterization near the surface.

At every model grid point, the ratio of the depth to the
local isopycnal slope multiplied by the radius of defor-
mation is calculated. The second factor, which modifies
the isopycnal diffusivity kI is a function of this ratio
when both are in the range zero to one and is one oth-
erwise. The deformation radius is not calculated from
the model but is specified as a decreasing function of
latitude, varying from 100 km at the equator to 15 km
at the poles. Full details of the two taperings of kI are
given in appendix B of Large et al. (1997).

In the boundary layer the KPP scheme matches the
interior mixing at the base and is consistent with sim-
ilarity theory near the surface, with turbulent transport
vanishing at the surface. The eddy coefficients are pro-
portional to the wind speed and to the boundary layer
depth. Their maxima are typically found at about one-
third this depth, where they can exceed 1000 3 1024

m2 s21. Such large mixing coefficients are handled in
the model by the MOM 1.1 implicit vertical mixing
scheme, modified to deal with the nonlocal term in (1).
The boundary layer depth is diagnosed as the deepest
penetration that boundary layer eddies formed near the
surface can achieve in the presence of the vertical shear
and stratification. It can extend well into subsurface
stratification under certain forcing conditions. Specifi-
cally, this depth is where a bulk Richardson number first
reaches a critical value of 0.3. This parameter and all
other KPP parameter values are independent of position,
so that the scheme works the same way for equatorial,
midlatitude, and polar ocean boundary layers. This is
similar to atmospheric applications where the critical
Richardson number has varied from 0.25 in the fine
vertical resolution model of Holtslag et al. (1990) to 0.5
in the coarser Troen and Mahrt (1986) configuration.
Turbulent shear contributes to this diagnosis, to make
the entrainment of buoyancy independent of the interior
stratification under purely convective forcing. A full de-
scription of the KPP scheme is found in Large et al.
(1994).

In order to overcome numerical dispersion errors
caused by the centered advection scheme in MOM 1.1,
a sequential application of a third-order upwind scheme
in the three spatial directions was implemented; see Hol-
land et al. (1998). The time scheme for the tracer equa-
tions is still leapfrog and not forward in time as imple-
mented in MOM by the FRAM group; see Farrow and
Stevens (1995). This scheme and variants are fully dis-
cussed in Leonard (1979) and Hecht et al. (1995). This
advection scheme increases the computational cost of
the model by about 10% and controls extrema ade-
quately, so that more expensive schemes were deemed
unnecessary. This advection scheme has not been gen-
erally used for the 33 resolution.

3. Surface forcing and running

The uncoupled NCAR CSM Ocean Model is forced
in a similar manner as when it is coupled to an atmo-
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spheric model. The open-ocean surface boundary con-
ditions are fluxes of momentum, heat, and freshwater.
In areas of sea ice, more traditional boundary conditions
of strong restoring to observed temperature and salinity
are used.

The open-ocean turbulent heat fluxes are computed
from a prescribed atmospheric state using traditional,
bulk formulas. The required surface winds, air temper-
ature, and air humidity are obtained from the National
Centers for Environmental Prediction (NCEP) global
reanalysis dataset; see Kalnay et al. (1996). In addition,
cloud fraction from Rossow and Schiffer (1991) and
surface insolation from the International Satellite Cloud
Climatology Project (ISCCP) are used. A constant ocean
albedo of 7% is applied to the downward shortwave
flux, which is allowed to penetrate below the ocean
surface. The subsurface profile allows one-third of the
flux to penetrate with an e-folding scale of 17 m. Cal-
culations using the sea surface temperature climatology
of Shea et al. (1990) and the above fields led to a net
ocean heat input of nearly 50 W m22 in global average.
This was nearly eliminated by reducing the surface in-
sulation to 87.5% of the ISCCP values and by decreas-
ing the NCEP reanalyzed air humidity by 7%. This last
adjustment also increases the evaporation from the
ocean surface by about 15%. Full details of these ad-
justments are given in appendix A of Large et al. (1997).

The net ocean freshwater flux also requires an esti-
mate of precipitation. Monthly estimates were computed
from the Microwave Sounding Unit (MSU) data; see
Spencer (1993). There is considerable uncertainty in
these estimates and the equilibrium values of sea surface
salinity are very sensitive to the forcing because it has
no local feedback on the freshwater flux. To overcome
this, we allowed two modifications to the freshwater
flux. The first was to multiply the precipitation P by a
factor, f, that made the globally averaged P balance the
globally averaged evaporation E. The second was to
have a local restoring term to observed salinity that has
zero global mean and as long a restoring timescale as
possible. Thus the open-ocean freshwater flux is given
by

F 5 fP 2 E 1 F 2 ^F &,w w

F 5 2G (S 2 S ). (4)w F L 1

Angle brackets denote a global open ocean average, SL

is the average over the upper 50 m from the Levitus
(1982) seasonal climatology, and S1 is the salinity of
the first layer. Here GF is inversely proportional to the
restoring timescale, which, for the 32 configuration,
was chosen to be 6 months over 50 m; see section 7.
The restoring term is one method in ocean-alone runs
of incorporating the effects of river runoff and exchang-
es with marginal seas that are not incorporated in the
active model domain.

In the ocean-alone spinup, sea ice is diagnosed to
occur where the Shea et al. (1990) monthly climatology

indicates an SST of 21.88C. Both the heat and fresh-
water fluxes under ice are specified by strongly restoring
the model surface layer temperature and salinity to cli-
matology with an effective timescale of 6 days for a 50-
m mixed layer. The SST climatology used is that of
Shea et al. (1990) and the salinity climatology is the
upper 50-m average from Levitus (1982). This strong
relaxation forces the ocean model surface temperature
and salinity to closely follow the observations but re-
sults in unrealistically noisy flux fields under ice. We
decided to force the ocean model in this way, although
having an active sea ice model as part of the spinup
may be preferable. The open-ocean and under-ice fluxes
are linearly blended through a transition region where
the Shea et al. (1990) climatology gives an SST between
20.88 and 21.88C. Strong restoring is also used in the
Mediterranean because of a lack of forcing data in this
region.

The wind stress forcing the ocean model depends only
upon the NCEP reanalyzed surface wind and a clima-
tological SST, so that the stability dependence of the
drag coefficient is taken into account. The ocean is
forced by linearly interpolating between midmonthly
stress values, and the annual average wind stress is
shown in Fig. 1. The zonal component has maxima of
about 0.1 N m22 in the North Atlantic, North Pacific,
and South Indian Oceans, and a maximum of about 0.2
N m22 in the region 708–908E between 458 and 608S.
The zonal average of the zonal component has a max-
imum of 0.14 N m22 in this last region. The meridional
wind stress also has a familiar pattern. Strong northward
stresses occur in the northern oceans, in eastern basins
in the Southern Hemisphere, and off Antarctica. The
strongest southward stresses are in the northern sub-
tropics and in the Southern Hemisphere between 458
and 608S. Note that the atmosphere–ocean stress is ap-
plied without modification in regions diagnosed to be
covered by sea ice.

The initial conditions for the 32 configuration were
interpolated from an equilibrium solution of the 33 ver-
sion that had been forced in exactly the same way, ex-
cept that the open-ocean salinity restoring timescale was
2 yr. A run of the 32 configuration with a 2-yr restoring
time will be described in section 7. However, the 6-
month restoring time was chosen because it made the
32 equilibrium solution not very different from the 33
solution. The 32 equilibrium solution was obtained by
running the model using the acceleration technique of
Bryan (1984), which consists of two parts. The time
step used for the surface u and S calculation is 10 times
that used in the momentum equation, and the deep u
and S time step is 10 times that used for u and S in the
upper 1 km. At the end of each year, the precipitation
factor f was adjusted by calculating the annual volume-
integrated freshwater tendency over the previous year.
Then the precipitation is reduced or enhanced if the
ocean salinity decreased or increased over the previous
year.
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FIG. 1. The NCEP reanalyzed annual average wind stress in N
m22. (a) Zonal component and (b) meridional component.

FIG. 2. The time average barotropic streamfunction in Sverdrups.

The open-ocean salinity restoring term equilibrates
very slowly in this spinup and takes nearly 400 upper-
ocean tracer years before it reaches its equilibrium val-
ue. This means that the precipitation factor is also
changing very slowly during this period. The 32 model
was run for a further 160 upper-ocean tracer years in
accelerated mode. The value of f over the last year was
calculated to be 1.087. Thus, the 32 model uses a pre-
cipitation increased by 8.7% over the MSU data. The
precipitation factor was then kept constant and the mod-
el run for a further 17 yr in synchronous mode where
all the timesteps are equal. There is no acceleration used
in this phase of the spinup; see Danabasoglu et al.
(1996), where this technique is shown to work well in
determining an equilibrium solution. The upper-ocean
u and S adjust somewhat during the synchronous run
and would adjust further if the model were run longer.

At the end the average net heat flux is 0.05 W m22 and
net water flux is 3 mm yr21. However, the further ad-
justment would be very small compared to model errors
in u and S, and further costly synchronous integration
is not justified. Full details of the material in this section
can be found in the technical note of the NCAR Ocean-
ography Section (1996).

4. Equilibrium time-averaged solution

The annual average barotropic streamfunction for the
equilibrium state is shown in Fig. 2. The barotropic
streamfunction is calculated from the Eulerian mean ve-
locity and has a maximum positive value of 135 Sv (1
Sverdrup [ 106 m3 s21, Sv) near 08E longitude to the
south of the Antarctic Circumpolar Current (ACC). The
mass transport of the ACC is somewhat dependent on
the value of isopycnal diffusivity, which was partially
tuned to obtain an ACC transport through Drake Passage
close to the observed value of about 120 Sv. The mid-
latitude gyres in both hemispheres of the Atlantic and
Pacific are greater than 30 Sv. This reflects approximate
Sverdrup balance and the model resolution prevents an
accurate simulation of the tight recirculations in these
locations. There are distinct subpolar gyres in both the
Atlantic and Pacific with transports of .10 Sv. The
strongest midlatitude gyre is in the southern Indian
Ocean with a transport .70 Sv in the region of the
Agulhas current and its retroflection to the east of South
Africa. The Indonesian passage has been artificially wid-
ened in the model, which cannot resolve at all well the
islands in this region. The Indonesian throughflow has
an average value of 16.7 Sv, which is within the range
of observational estimates. However, the flow through
the Mozambique Channel is unrealistically large com-
pared to observations.

The meridional overturning streamfunction is calcu-
lated from the effective transport velocity because this
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FIG. 3. The global zonally averaged meridional overturning stream-
function in sverdrups from the effective transport velocity, (a) plotted
against depth and (b) plotted against potential temperature.

velocity advects the tracers; see Eq. (1). This velocity
is the sum of the Eulerian mean velocity and the pa-
rameterized eddy-induced transport velocity. The
streamfunction is plotted in the latitude and depth plane
in Fig. 3a. The maximum positive and negative stream-
function values are 30 and 235 Sv, which occur near
the surface in the Tropics. The Northern Hemisphere
overturning circulation reaches a maximum of 20 Sv at
458N at 1-km depth, and almost all of this occurs in the
North Atlantic. More than 10 Sv of this circulation
crosses the equator at a depth of 1 km. A perennial
problem in z-coordinate, coarse-resolution models is
that this overturning circulation does not go deep
enough compared to observations. This model is no
exception, and the circulation reaches only to 3 km at
608N. This problem is a combination of not making

North Atlantic deep water quite in the correct locations
and with the correct u and S values, and a poor repre-
sentation in the model of the overflows at Denmark
Strait and east of Iceland. In the Southern Hemisphere,
the overturning circulation has a maximum of 25 Sv at
508S near the surface. This circulation is zero at 2-km
depth and reverses in the deep ocean with a Southern
Hemisphere overturning circulation of 7–8 Sv, which
spreads Antarctic bottom water northward to fill the
deep ocean below about 3 km. The overturning circu-
lation from the Antarctic shelf is 2–3 Sv.

The component of the overturning circulation due to
the eddy-induced transport velocity is less than 3 Sv
everywhere except in the region of the ACC, where it
reaches a maximum of 214 Sv at 558S, 1.6-km depth.
The pattern is quite similar to that shown in Fig. 7 of
Gent et al. (1995), which was calculated from the Lev-
itus (1982) observations with kI modified by a first bar-
oclinic vertical mode profile. This modification reduced
the overturning near the surface in the ACC, and a sim-
ilar effect is found in this model because of the tapering
of kI near the surface. Thus, the eddy-induced over-
turning does not almost cancel the overturning of the
Eulerian velocity, often called the Deacon cell, in the
upper kilometer of the ocean. The cancellation of the
Deacon cell in this model is not as complete as that
found in the earlier simulations of Danabasoglu et al.
(1994) and Danabasoglu and McWilliams (1995), which
had no tapering of kI and used different forcing fields.
We believe the present simulation has a more realistic
overturning circulation in this region.

The meridional overturning streamfunction in the lat-
itude and potential temperature plane is shown in Fig.
3b. This coordinate system emphasizes the overturning
in the upper tropical oceans, which occurs in both hemi-
spheres at an average temperature of 258C. A maximum
of 24 Sv of water is transported to the south in the deep
western boundary current of the North Atlantic at a
potential temperature of 38–48C, which is slightly warm-
er than in reality; see Molinari et al. (1992). This prob-
ably contributes to the North Atlantic overturning not
going deep enough. The overturning on the Antarctic
shelf in the model is at 08C and this water mass spreads
northward to fill the deep ocean.

The meridional transports across several latitude cir-
cles in the Atlantic Ocean for four potential temperature
layers are shown in Fig. 4. The temperatures used to
define the layers in the CSM model are 78 (SW), 48
(IW), 18 (DW), and 228C (BW). They were chosen
because they correspond to the depths used by Mac-
donald and Wunsch (1996) to make a similar calculation
from their global box inverse model. The corresponding
results from Macdonald and Wunsch are also plotted in
Fig. 4. In both models, virtually all of the overturning
in the Northern Hemisphere occurs in the North Atlantic
basin. The models are in close agreement over most of
the North Atlantic with 15–18 Sv of warm surface-layer
water moving northward compensated for primarily by
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FIG. 4. Northward meridional transport in Sverdrups in the surface,
intermediate, deep, and bottom water layers across zonal sections of
the Atlantic Ocean at the indicated latitudes. The results of the Mac-
donald and Wunsch (1996) global box inverse model are the diamond
symbols, along with their error estimates.

FIG. 5. The same as Fig. 4 but for the Indian and Pacific Oceans.

southward transport in the deep water layer. At the
southernmost sections in the Atlantic, the CSM model
predicts slightly weaker southward transport of deep
water and northward transport of bottom and interme-
diate waters than does the inverse model. The models
do not agree as well in the Indian and Pacific basins,
where the overturning circulation is much weaker; see
Fig. 5. In particular, the CSM model predicts much
weaker inflow of 3 Sv into the deep Indian basin at 328S
than the 18 Sv in the inverse model. However, there is
considerable dispute over the correct value for this quan-
tity. Lee and Marotzke (1997) fit a general circulation
ocean model to data and find the most consistent results
when the deep inflow is 2 Sv across 328S in the Indian
Ocean. The Macdonald and Wunsch (1996) inverse
model shows strong northward bottom water flow and
southward deep water flow at 108N in the Pacific. In-
stead, the CSM model predicts very weak meridional
transport in all layers at 108N. The CSM model predicts
northward transport in all potential temperature layers
across 288S in the Pacific, whereas the inverse model
has a somewhat weaker northward flow at this latitude.
The CSM northward net transport is largely compen-
sated for by the Indonesian Throughflow and southward

transport in the surface layer of the Indian Ocean. This
result is consistent with the CSM model barotropic
throughflow of 16.7 Sv mentioned above, compared to
the considerably weaker throughflow strength of 11 Sv
in the inverse model. The range of observational esti-
mates of the throughflow strength encompasses both
these values, but the CSM model value may be a little
high.

Figure 6 shows the average surface velocity from the
simulation. The maximum zonal velocity is 55 cm s21

westward in the middle of the equatorial Pacific. In the
equatorial Atlantic, the maximum is about 30 cm s21,
and a fairly strong current flows to the northwest along
the coast of South and Central America into the Gulf
of Mexico. The maximum eastward zonal velocity is 25
cm s21, which occurs just off South America in Drake
Passage. The ACC zonal surface velocity averages be-
tween 10 and 15 cm s21 around the globe. The fastest
meridional surface velocities are all in western boundary
currents, with the extrema being 27 and 235 cm s21

east of southern South America and off southeast Africa,
respectively. These surface velocities are certainly lim-
ited by the coarse model resolution, and the maximum
values would increase quite strongly as a function of
higher resolution. Similarly, the lateral scale of many
of the currents, especially the equatorial current systems,
is too broad and would decrease with increasing reso-
lution.
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FIG. 6. Time average ocean surface velocity (m s21). Areas greater than 0.1 m s21 are shaded.

Figure 7 shows the model horizontal velocity at a
depth of about 2.5 km, which is the depth of the strong-
est middepth currents in the Atlantic Ocean. They are
clear in Fig. 7, returning deep water formed in the north
along the western side of the basin. The deeper part of
the ACC also shows up clearly in the figure, and the
maximun speeds at this depth are 3–4 cm s21. Figure
8 shows the horizontal velocity at a depth of 3.8 km,
where the maximum speed is about 1 cm s21. The figure
shows the deep water formed off Antarctica spreading
northward in both the Atlantic and Pacific Oceans. At
this depth the flows hug the east side of the topography,
and there is significant flow in both the central Atlantic
and Pacific Oceans.

The difference between the annual average surface
temperature and the climatology of Shea et al. (1990)
is shown in Fig. 9a. The SST differences are quite small
because of the nature of the bulk heat flux forcing, which
has negative feedbacks that reduce perturbations. In ad-
dition, the adjustments to the observed atmospheric
variables described above were made to ensure a bal-

anced heat budget using the Shea et al. (1990) SST
climatology. Thus, there can be local and seasonal errors
in the SST, but the global, annual average SST in the
equilibrium state is constrained to be close to the cli-
matology. The cold bias in the central equatorial Pacific
is partly attributable to the smoothness of the climatol-
ogy, which is too warm in this location. Elsewhere, the
largest differences are all in regions of very strong SST
gradients. The differences reflect small displacements
in the location of the model ACC, Kuroshio, and Gulf
Stream. The largest differences occur west of Iceland
and north of western Russia at 408E.

Figure 9b shows the difference between the model
annual average surface salinity and the Levitus (1982)
surface climatology. The surface salinity compares well
with the climatology in most open-ocean areas. The
subtropical maxima in all oceans are realistic, and the
asymmetry of the high-latitude salinity distributions in
the North Atlantic and North Pacific responsible for
maintaining the conveyor belt circulation is well rep-
resented. Many of the largest model errors are located
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FIG. 7. Time average horizontal velocity at a depth of 2522 m (m s21). Areas greater than 0.01 m s21 are shaded.

near the mouths of major rivers, such as the Amazon,
Congo, Mississippi, Plata, Ganges, MacKenzie, and
Yangtze, where the model solution is consistently too
salty. The remaining large errors are located in the Gulf
Stream region, in the Arctic and in marginal seas, for
example, Hudson Bay. There is a very strong surface
halocline in the Arctic, so that most of the error here is
because the model is restored to the 50-m average value,
and Fig. 9b is calculated using the Levitus surface value.
In sharp contrast to the strong negative feedbacks in the
surface heat flux, there are no local feedbacks from
surface salinity on either the heat or freshwater flux.
This means that the surface salinity can drift slowly, but
inexorably, over long runs that are trying to reach an
equilibrium solution. In the end, the surface salinity does
change the thermohaline overturning circulation by af-
fecting deep water formation, but this timescale is hun-
dreds of years. This lack of salinity feedback is why
the local restoring term is needed in the freshwater forc-
ing given by Eq. (4). Even if precipitation globally bal-
ances evaporation, but this term is absent, then the mod-

el slowly but surely deviates from the Levitus obser-
vations as it is integrated forward in time. This aspect
of the model will be discussed more fully in section 7.

Figure 10 shows the mean vertical potential temper-
ature profile for the global ocean and various ocean
domains from the model and the Levitus (1982) cli-
matology. Figure 10a shows a slightly more diffuse
main thermocline than is observed. However, this long-
standing problem with global z-coordinate models has
been considerably reduced by incorporating the meso-
scale eddy parameterization and by using small values
of kV in Eq. (1). This problem could be further alleviated
by using a smaller value of kV than 3 3 1025 m2 s21,
which is still larger than estimates from open-ocean ob-
servations; see Ledwell et al. (1993). Below 2 km, the
model is colder than observations in the global mean,
with a maximum error of 0.58C in the deep ocean where
the Levitus data give 18C and the model gives 0.58C.
Figure 10b shows that in the Arctic the model is uni-
formly 18C colder than observed and that the potential
temperature maximum associated with the Atlantic in-
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FIG. 8. Time average horizontal velocity at a depth of 3809 m (m s21).

flow layer near 500 m is underestimated. This apparent
model cold bias occurs even at the surface because the
model is strongly restored to the Shea et al. (1990) SST
data, which are about 18C colder than the Levitus cli-
matological estimate. Figures 10d–f show that the dis-
crepancies between the model and observations in the
Pacific, Indian, and Southern Oceans are similar to those
in the global mean, with an overly diffuse main ther-
mocline and a weak cold deep bias. Figure 10c shows
that the model is not as good in simulating the vertical
temperature structure of the Atlantic Ocean. Here the
model is significantly too warm in the main thermoclinic
region centered on 1 km and is considerably too cold
below 3 km. The warm bias near 1 km can be partly
attributed to insufficient northward penetration of rel-
atively cool Antarctic intermediate water into the At-
lantic basin. The maximum error is 28C at a depth of 4
km. The deep cold bias is associated with the fact that
the North Atlantic overturning circulation does not go
deep enough, and the Atlantic below 3 km is ventilated
by colder Antarctic bottom water.

The problems related to misplacement of water mass-
es described above also show up in the model salinity
vertical profiles that are compared to the Levitus (1982)
climatology in Fig. 11. Figure 11c shows that the At-
lantic salinity is considerably too saline in the region
around 1 km and is considerably too fresh below 3 km.
It is interesting how the u and S errors compensate for
each other in the Atlantic vertical profiles, so that the
model vertical profile of potential density is quite close
to that calculated from the Levitus climatology. The
model salinity profiles also have quite large errors in
the Indian and Southern Oceans. Figure 11e shows that
the model is much too fresh in a region centered on 1
km in the Indian Ocean. Figure 11f shows that the model
ocean is too fresh around 500 m, but is too saline be-
tween 1 and 3 km in the Southern Ocean. The high
salinity in the 1–3-km layer is consistent with the shal-
lowness of the Atlantic outflow in the model solution.
The vertical salinity distribution in the Pacific agrees
relatively well with the climatological distribution, ex-
cept for an underestimate of the maximum near 200 m.
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FIG. 9. (a) Time average surface potential temperature minus the climatology of Shea et al. (8C),
and (b) the time average surface salinity minus the climatological estimate of Levitus (ppt).

Figure 11b shows that the model captures the strong
Arctic halocline quite well. Both the Levitus data and
the model show very strong salinity gradients near the
surface in Fig. 11b. In global average, the vertical sa-
linity profile agrees with the climatology to within ap-
proximately 0.1 ppt at all depths.

The model simulates the salinity in the Pacific Ocean
well. This is clear in Fig. 12, which shows the zonal
average of salinity from the upper 1.5 km of the model
Pacific; the shading gives the difference from the Lev-
itus climatology. The figure shows that the model has

a good representation of the plume of Antarctic inter-
mediate water in the upper kilometer of the Southern
Hemisphere. This feature is much improved over sim-
ulations using strong restoring boundary conditions; see
Large et al. (1997). The largest difference is that the
Pacific is too fresh between 100 and 400 m in the Bering
Sea, which is probably related to closing the Bering
Strait in the CSM model. Figure 13 is similar to Fig.
12 except for the Indian Ocean. Again the plume of
Antarctic intermediate water is well represented, and
the largest errors are in the far north. There the Indian
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FIG. 10. Area average ocean potential temperature (8C) plotted
against depth from the model and the Levitus observations for the
global ocean and five ocean basins.

FIG. 11. The same as Fig. 10 but for salinity (ppt).

Ocean is too saline at the surface but much too fresh
in a depth range centered on 1 km. This fresh bias prob-
ably results from the absence of high salinity outflow
from the Red Sea and Persian Gulf in the model.

The Mediterranean Sea is resolved in the CSM ocean
32 resolution, whereas it is absent in the 33 resolution.
The surface boundary conditions in the Mediterranean
are strong restoring to observations, because all the data
needed in the bulk forcing are not available. Thus, the
model SST and SSS errors are small in this region. The
Strait of Gibraltar has been widened to two model grid
points in the 32 version. Dense Mediterranean water
spills over the sill and forms a tongue of salty water
across the North Atlantic. However, the tongue in the
model is not as deep as in reality. This is similar to the
North Atlantic deep water problem mentioned above.
Both are probably due to a poor representation of dense
water flowing down topography in z-coordinate models.

The annual average model net surface heat and fresh-
water fluxes, excluding the strongly restored contribu-
tions under sea ice, are shown in Fig. 14. The heat flux
in Fig. 14a shows the anticipated pattern that the ocean
gains heat in the Tropics and subtropics, and loses heat
farther poleward, especially off the east coasts of Asia
and North America. The largest heat flux into the ocean

is .110 W m22 on the equator between 1208 and 1508W,
which is where the air–sea temperature difference is
quite large because of strong upwelling on the equator.
The heat flux is smaller, between 640 W m22, over
large areas of the subtropics, and near Antarctica. In the
Arctic, the strong restoring gives a surface flux distri-
bution with small horizontal scales, but the magnitude
is relatively small. The areas where the ocean loses sig-
nificant amounts of heat are in the western South Indian
Ocean, North Pacific, and North Atlantic. The small
areas of biggest heat loss, .1000 W m22, are the grid
boxes over the Denmark Strait and off the southern tip
of Greenland. These are climatically important and sen-
sitive areas where the ocean loses heat, North Atlantic
deep water is formed, and sea ice is present for part of
the year, so that the ocean also has significant freshwater
sinks and sources here.

The net open-ocean freshwater flux is shown in Fig.
14b. The fluxes under sea ice in the Arctic are not shown
because the strong restoring creates small-scale positive
and negative bullets of up to 15 m yr21. The restoring
under Antarctic sea ice produces a reasonable source of
freshwater, which has also been omitted in Fig. 14b.
Elsewhere, the patterns are reasonable with net fresh-
water sources under the intertropical and South Pacific
convergence zones in the tropical Pacific and in the
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FIG. 12. The zonally averaged salinity from the upper 1.5 km of the model Pacific Ocean with a contour interval of 0.125 ppt. The
shading shows the difference compared to the Levitus climatology with a contour interval of 0.05 ppt.

FIG. 13. The same as Fig. 12 but for the model Indian Ocean.



1300 VOLUME 11J O U R N A L O F C L I M A T E

FIG. 14. (a) The average net heat flux into the ocean in W m22 and
(b) the average net freshwater flux into the ocean m yr21, excluding
the strongly restored areas under sea ice.

FIG. 15. (a) The global, zonally averaged northward heat transport
in PW, and observational estimates from Trenberth and Solomon,
Macdonald and Wunsch, Hall and Bryden, and Bryden et al. (b) The
global, zonally averaged northward freshwater transport in Sverdrups
and the observational estimate from Wijffels et al.

equatorial Atlantic and Indian Oceans. The ocean loses
freshwater in the evaporation zones of the subtropical
oceans and in the Mediterranean. More information will
be given in section 7 about the breakdown of the net
freshwater flux into its various components given in Eq.
(4).

The model northward heat and freshwater transports
are shown in Fig. 15, along with several estimates from
observations. The maximum northward transport is 1.6
PW at 218N, which is smaller than the Trenberth and
Solomon (1994) estimate of 2 PW. The model transport
at 248N is also smaller than the ocean estimate of Hall
and Bryden (1982) and Bryden et al. (1991), although
it is just within the observational error bar. Most of the
northward transport in the model occurs in the Atlantic
Ocean, which accounts for 1 PW of transport, and this
agrees well with the Trenberth and Solomon estimate.

Thus, the model heat transport in the North Pacific is
almost a factor of 2 smaller than the Trenberth and So-
lomon estimate. This is also the case for global poleward
transport in the Southern Hemisphere, with the model
maximum being 0.8 PW southward at 238S. This dis-
crepancy is larger than the Trenberth and Solomon error
bar, so the model and this observational estimate are
not in agreement. The smaller southward heat transport
in the Southern Hemisphere has also recently been
found in observational analyses (K. E. Trenberth 1997,
personal communication). The CSM ocean heat trans-
port agrees very well with the estimates from the global
box inverse model of Macdonald and Wunsch (1996)
at 488N, 248N, and 308S.

The northward transport of freshwater is very difficult
to estimate from observations, and the Wijffels et al.
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FIG. 16. Meridional section of (a) depth (km) and (b) potential
vorticity (m21 s21) against potential density referenced to 4 km along
1658W in the model Pacific Ocean.

(1992) estimate is shown Fig. 15b. Given this difficulty,
the agreement between the model and observations is
good. The major discrepancies are that the model does
not transport any freshwater northward at about 108N,
and the model transport in the Southern Hemisphere is
weaker than the Wijffels et al. (1992) estimate. The
southward freshwater transport in the Northern Hemi-
sphere is almost equally divided between the Atlantic
and Indo–Pacific Oceans, and the Southern Hemisphere
northward transport is dominated by the Indo–Pacific
Ocean.

5. Large-scale potential vorticity

Potential vorticity is an important dynamical quantity
in the theory of atmospheric and oceanic circulation
because it is conserved following the flow in inviscid,
adiabatic conditions. The inertial term in the momentum
equation is very small away from fast currents in non-
eddy-permitting models, such as the one described here.
In this case, the relevant dynamical quantity is the large-
scale potential vorticity defined by

f rzQ 5 2 , (5)
r0

where f is the Coriolis parameter, r is the potential
density, and r0 is a reference density. The mesoscale
eddy parameterization described in section 2 is based
on the idea that mixing in the ocean interior is mostly
along isopycnal surfaces. This suggests that Q should
be evaluated on surfaces of constant potential density.

Figure 16 shows a meridional section along 1658W
in the Pacific of depth and Q plotted against potential
density referenced to 4 km. It can be directly compared
with Fig. 6 of O’Dwyer and Williams (1997), which
shows the same quantities calculated from the original
data used by Levitus et al. (1994). Figure 16a shows
that the density surfaces are almost flat between 208S
and 208N but deepen in both hemispheres between 308
and 408. It also shows that the surfaces shoal dramati-
cally across the ACC. O’Dwyer and Williams show a
similar distribution, although the midlatitude domes are
somewhat smaller and the thickness gradient is some-
what stronger in reality than in the model. This implies
a weaker vertical density gradient in the model, which
is consistent with the weaker vertical salinity gradient
in the Pacific shown in Fig. 11d. Figure 16b shows that
the model Q distribution is also quite similar to the
observations with values reaching 6100 3 10212 m21

s21 around 508N and 508S, and bottom ocean values
ranging between 610 3 10212 m21 s21. Compared to
O’Dwyer and Williams’s Fig. 6, the ocean model has
more uniform thicknesses between isopycnals and less
variability in the Q distribution than the observational
analysis. Gent et al. (1995) show that the eddy param-
eterization tends to produce flat isopycnals with uniform
thickness between them. It is clear that this is the result
in the deep model ocean. Comparison with observations

shows that the model isopycnals are more uniform than
in reality, which suggests that the isopycnal mixing pa-
rameter kI from Eq. (1) should vary with depth and have
smaller values in the deep than in the upper ocean.

6. The annual cycle and deep water formation

Danabasoglu et al. (1996) show that the amplitude of
the annual cycle is suppressed when the ocean model
is integrated in accelerated mode. They then show that
the annual cycle amplifies rapidly when the model is
run synchronously, so that only a short synchronous
integration is required. We ran the model synchronously
for 15 yr and then for a further 2 yr to diagnose the
annual cycle in the simulation.

The annual cycle in the NCEP reanalyzed wind stress
is quite realistic and has been documented elsewhere.
The maximum zonal wind stress in the ACC region
varies from 0.24 N m22 in July to 0.14 N m22 in January.
However, the annual cycle in the ACC is not that large,
being about 10% of the annual mean value of 120 Sv.
The variation in the wind stress over all the midlatitude
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FIG. 17. The amplitude of the sea surface temperature annual har-
monic (8C). (a) The model and (b) the climatology of Shea et al.

FIG. 18. Mixed layer depth (m) in the last year of the model spinup
run: (a) 1 January and (b) 1 July. Values greater than 300 m are
shaded.

oceans is large between winter and summer, and this
causes a large annual cycle in the strength of the mid-
latitude gyres. For example, the gyre strength in the
North Pacific varies by about 30%, being 44 Sv in Jan-
uary and 32 Sv in July. The subpolar gyre in the North
Pacific, which occurs mostly poleward of 458N, also has
a large annual cycle. However, the annual cycle of the
barotropic streamfunction is difficult to compare with
observations, both because observations are sparse and
because these midlatitude gyres are considerably weaker
than reality because of the coarse model resolution.

A much better observed ocean quantity is SST. The
ocean model SST is strongly constrained by the imposed
atmospheric temperature, but Fig. 17 shows the ampli-
tude of the annual harmonic calculated from the model
SST and from the climatology of Shea et al. (1990). In
general, the patterns are very similar, although the ob-
served field is somewhat smoother than the model field.
At most locations, the amplitude of the model annual
cycle is larger than the Shea et al. value, but the reverse
is true in the equatorial Indian Ocean and in a region
of the ACC between 808 and 1208E. The model has a
stronger annual cycle in the midlatitude gyres with larg-
er regions where the amplitude is .38C in all three

southern oceans and larger regions .48C in both North-
ern Hemisphere oceans. This overestimation of the an-
nual cycle could be due in part to the fact that the ocean
model does not resolve the diurnal cycle. Tests where
the solar heating is modified according to the time of
day show enhanced mixing in the KPP boundary layer
scheme at night, and this leads to a reduction in the
amplitude of the model annual cycle.

However, the KPP boundary layer scheme does a
good job resolving the annual cycle in the model. This
has been analyzed much more thoroughly in the 33
simulation and is described in the companion paper by
Large et al. (1997). Figure 18 shows values of the mixed
layer depth from the last year of the model spinup for
1 January and 1 July. The mixed layer depth in the
summer hemisphere is ,50 m almost everywhere and
can often reach its minimum allowed depth of 6.25 m,
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which is half the depth of the first model level. In the
winter hemisphere, the mixed layer depth is .100 m in
the western midlatitude gyres. On 1 January, the largest
values are in the north Atlantic Ocean and the Labrador
Sea. The greatest depth is .1500 m west of Iceland.
These are the regions where deep water formation oc-
curs in the model, although more deep water should be
formed north of Iceland and spill over the Denmark
Strait and the Iceland–Faeroe Ridge. On 1 July, the
largest values occur at scattered locations in the ACC
region, with the greatest depth just south of New Zea-
land.

7. Solution sensitivities

In this section, we discuss some solution sensitivities,
especially to the freshwater forcing and model resolu-
tion. The equilibrium solution is sensitive to many other
choices made, which are not fully discussed here. For
example, the ocean circulation obtained depends upon
the choices of viscosity and diffusivity, but this has been
discussed previously by Bryan (1987), Danabasoglu and
McWilliams (1995), and others. The thermohaline cir-
culation obtained is somewhat sensitive to the timescale
of the strong restoring flux fields of u and S under sea
ice. This is documented fully in the 33 model resolution
version in Large et al. (1997); a similar sensitivity is
expected for the 32 model.

We have mentioned already how sensitive the equi-
librium solution is to the freshwater forcing because of
the lack of a feedback effect of the surface salinity ex-
cept on very long timescales. This first became very
obvious in trying to obtain an equilibrium 33 solution.
It took many integrations and many false starts before
the freshwater forcing given by Eq. (4) and the method
of updating the precipitation factor f were decided upon.
In the 33 solution described in Large et al. (1997), the
coefficient GF corresponds to an open-ocean salinity re-
storing timescale of 2 yr over 50 m. We first tried to
integrate the 32 version using the interpolated 33 so-
lution as the initial condition, with GF corresponding to
2 yr. The model was run for more than 100 surface
tracer years in accelerated mode. The SST equilibrated
very quickly because of the strong negative feedbacks
of SST on the heat flux. There were trends in the layer
average values of u with cooling in the upper 25 layers
above 1 km and warming in the bottom 20 layers below
1 km. However, these trends were very weak, and there
was little change in the globally averaged value of u
from its initial value. This can be contrasted with the
trends in salinity. The upper ocean above 1 km was
getting fresher while the ocean below 1 km was getting
saltier, and the trends were strong. These trends were
taking the 32 solution farther from the Levitus (1982)
observations than the 33 solution, with no sign of the
linear trends weakening at the end of the integration.
By the end of the integration, the global average sea
surface salinity had decreased by 0.07 ppt to 34.58 ppt

and the volume average salinity had increased by .0.04
ppt. Over this integration, the magnitude of the global
averaged restoring term ^Fw& in Eq. (4) increased by
almost a factor of 2 from 20 to 38 kg m22 s21 and was
still increasing. This suggested that the 32 model re-
quired a larger open-ocean salinity restoring term than
the 33 model and that a larger value of GF should be
used. Eventually, a value four times larger for the 32
version, corresponding to a restoring timescale of 6
months over 50 m, was chosen because then the u and
S fields showed very little trend, so that the equilibrium
32 and 33 solutions are quite similar.

The MSU monthly estimates of precipitation from
Spencer (1993) have quite large error estimates, which
is why we felt free to multiply them by the factor f and
include the local salinity restoring term. One could argue
that the precipitation field P9 that the model needs to
maintain this equilibrium solution is given by

P9 5 fP 1 Fw 2 ^Fw&. (6)

Of course, this assumes that there is no error in the
model evaporation and advection and that marginal sea
inputs and river runoff are well represented by Fw. This
is made more obvious because the P9 field defined in
Eq. (6) is negative in a few locations, although the val-
ues are very close to zero. Anyway, it is instructive to
compare the annual average P field, shown in Fig. 19a,
with the annual average P9 field, defined by Eq. (6),
from the model shown in Fig. 19b. The heaviest rainfall
in the Pacific intertropical convergence zone is moved
westward to the date line in the P9 field compared to
the 1308W in the MSU data. The maximum in the South
Pacific convergence zone is moved slightly eastward in
P9, and the maxima in the Indian Ocean are moved
westward in the P9 field. The reasons for these differ-
ences in P and P9 are not clear, but other strong features
in the P9 field can be explained. There are large maxima
at the mouths of several major rivers where the salinity
errors shown in Fig. 9b are large due to the lack of river
runoff in the freshwater forcing. The large values west
of Japan, east of the United States, and in the Southern
Hemisphere around 458S are all regions of large net
ocean heat loss (see Fig. 14a) and SST error (see Fig.
9a). When the SST is too large, probably due to model
advection errors, then the latent heat loss and the model
evaporation will also be too large. The restoring term
will tend to balance this evaporation locally, leading to
large values in the P9 term. The P9 field in Fig. 19b is
considerably different from the MSU precipitation data
in Fig. 19a, which says that the local salinity restoring
term in Eq. (4) is significant, even though the restoring
time is 6 months. This is emphasized by the fact, men-
tioned above, that an integration with a 2-yr restoring
time led to large model salinity errors. Thus, the lack
of a surface salinity feedback leads to a strong sensi-
tivity of the equilibrium salinity field to the freshwater
forcing.

Another very important question is, what is the sen-
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FIG. 19. (a) The annual average precipitation field from Spencer (m
yr21) and (b) the annual average P9 field from the model; see Eq. (6).

sitivity of the equilibrium global ocean solutions to the
model resolution chosen? Surprisingly, there are rather
few studies addressing this question, especially with
coarse-resolution global ocean models that typically
have been used in coupled model climate studies. How-
ever, Covey (1995) reports on a study of this kind. He
ran a z-coordinate model with the standard physics and
forcing of a few years ago, namely, strong horizontal
tracer mixing, no boundary layer scheme, centered ad-
vection by the Eulerian velocity only, and surface
boundary conditions of strong restoring to Levitus u
and S everywhere. In addition, he used quite strong
restoring of u and S to the Levitus values in the ocean
below about 700 m, because this had already been done
in the higher-resolution cases. He used resolutions rang-
ing from 48 to 1/48 and plotted the northward heat trans-
port in these cases in his Fig. 10. It shows a very strong
dependence of the northward heat transport on model
resolution, both in the global ocean and in the Atlantic
Ocean and there is no hint of convergence of this im-
portant climate quantity with increasing resolution. The
figure also shows a strong sensitivity to two cases with
1/28 resolution, one run with Laplacian momentum dif-

fusion and one run with biharmonic diffusion. More
recently, Fanning and Weaver (1997) have run a model
with standard physics both in ocean-alone mode and
coupled to a simple atmospheric model. The ocean mod-
el resolution varied between 48 and 1/48. Again, there
were significant changes with model resolution in im-
portant climate quantities such as the northward heat
transport.

The 33 equilibrium solution described in Large et
al. (1997) and the 32 equilibrium solution documented
here have very similar annually averaged fields. The
barotropic streamfunction in Fig. 2 does have somewhat
stronger midlatitude gyres than its 33 counterpart, but
the ACC has very similar magnitude in the two solu-
tions. The strength of the thermohaline circulation in
the 32 model is only slightly stronger than that in the
33, and there are only small differences in the global
u and S fields in the two versions. Certainly, the dif-
ference between the two solutions is much smaller than
the errors of either compared to the Levitus (1982) cli-
matology. The two resolutions also give rather similar
net heat and freshwater flux fields, shown in Fig. 14 for
the 32 resolution. Even so, the two solutions have
somewhat different northward heat transports, which are
shown in Fig. 20a. In the Northern Hemisphere, the
transports are almost the same because the thermohaline
circulation in the North Atlantic, which accounts for
nearly all the heat transport, is very similar in the two
solutions. However, in the Southern Hemisphere the
transports are significantly different, with the 32 so-
lution having a maximum of 0.75 PW, whereas the 33
solution has a maximum of 1.12 PW. The transports in
the two resolutions converge again at 608S. Also shown
in Fig. 20a is the implied ocean heat transport from
CCM3 run at T42 resolution with observed SST values.
In the Northern Hemisphere, the ocean model values
are considerably smaller than the CCM3 implied trans-
port, but in the Southern Hemisphere, the 32 model
transport agrees quite well with the CCM3 implied
transport. Two conclusions can be drawn, however.
First, the dependence of northward heat transport on
model resolution in the NCAR CSM ocean model is
much reduced compared to that shown by Covey (1995).
Second, the heat transport in the 32 ocean and the im-
plied heat transport in CCM3 are quite close, so that
the two components are very compatible in this respect.
This has not been true in the past because, for example,
Gleckler et al. (1995) show that most atmospheric
GCMs implied an equatorward heat transport for the
ocean in the Southern Hemisphere. This was the case
for the previous version of the atmospheric model,
CCM2, and CCM3 is much improved in this important
measure.

Figure 20b shows the northward freshwater transport
in the 32 and 33 models and the implied global fresh-
water transport from CCM3 run at T42 resolution with
observed SST values. The freshwater transport in the
two model resolutions are quite similar, so again there
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FIG. 20. The global, zonally averaged northward transports from
the 32 and 33 model versions, and the implied transports from the
CCM3 atmosphere model run at T42 with observed SST values. (a)
Northward heat transport in PW, and (b) northward freshwater trans-
port (Sv).

is not a large dependence of this transport on the model
resolution, which is rather encouraging. The CCM3 es-
timate includes precipitation over land, in order to have
a closed budget. A river runoff model would be needed
to get the true implied ocean transport. Even so, the
pattern from the CCM3 estimate is quite close to the
ocean model transport, but the magnitude of the CCM3
estimate is about 20% larger than the 32 model trans-
port.

8. Conclusions

The Oceanography Section has provided and docu-
mented the global ocean component of the NCAR Cli-
mate System Model. It has many improvements over
previous noneddy-permitting global ocean models. The

most important are parameterizations of the effects of
mesoscale eddies, an improved upper boundary layer,
an improved numerical advection scheme, and an im-
proved method of forcing ocean-alone calculations. This
results in a much better equilibrium solution, especially
in properties important for climate, compared to ocean
observations than previous ocean models of the genre.

There are, of course, still obvious and important er-
rors in the equilibrium solution that reflect model de-
ficiencies. The most obvious is in the Atlantic Ocean,
where the overturning circulation does not go deep
enough and Antarctic bottom water fills too much of
the deep Atlantic Ocean. This is likely due to a com-
bination of factors. It is known that z-coordinate models
do a poor job representing flows along steep topography,
whereas models using coordinates more aligned along
the topography behave much better. The regions where
deep water is formed in the North Atlantic in this model
are sensitive to the surface forcings used to drive it. In
this simulation, more deep water is formed south of
Iceland than north of it in the Greenland–Iceland–Nor-
wegian Sea. This also occurs in the 33 model solution
described in Large et al. (1997), but the precise sensi-
tivity of this to both horizontal and vertical model res-
olution remains to be found. The freshwater flux still
needs a restoring to observations term in order to obtain
a stable salinity distribution. Would this still be nec-
essary if the model explicitly took account of river run-
off? The model also strongly restores to observations
under sea ice, and this could be eliminated if the ocean
was integrated with an active sea-ice model. These sen-
sitivities and model improvements remain to be ex-
plored in the future as the ocean component of the
NCAR Climate System Model is further improved.
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